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Abstract

Will politics lead to over-building or under-building of transportation projects? In this paper, we develop a model of infrastructure policy in which politicians overdo things that have hidden costs and underperform tasks whose costs voters readily perceive. Consequently, national funding of transportation leads to overspending, since voters more readily perceive the upside of new projects than the future taxes that will be paid for distant highways. Yet when local voters are well-informed, the highly salient nuisances of local construction, including land taking and noise, lead to under-building. This framework explains the decline of urban mega-projects in the US (Altshuler and Luberoff 2003) as the result of increasingly educated and organized urban voters. Our framework also predicts more per capita transportation spending in low-density and less educated areas, which seems to be empirically correct.
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1 Introduction

Should we expect democratic governments to provide the socially optimal level of transportation infrastructure, or will the democratic process lead to either over- or underinvestment? Like all public actions, transportation decisions will be shaped not only by voter preferences but also by voter attention. Costs that are obvious, like the inconvenience of a freeway to
neighbors, will carry more weight than costs that are hidden, like the budgetary costs of federal transfers for future generations. Groups that are better informed and more politically active will receive more benefits than the ill informed and the inactive.

The power of attention can explain why parties don’t converge on the preferred policies of the median voter. If different parties communicate disproportionately with different groups, such as labor unions and churches, then they will skew their policies to please the voters who are listening more to their messages (Glaeser, Ponzetto and Shapiro 2005). If the workers in protected industries pay more attention to tariff policy than consumers, then protectionism will become attractive politics (Ponzetto 2011). If the value of future pension and health care benefits are more salient to municipal workers than their costs are to voters, then public workers will be paid disproportionately in such shrouded forms of compensation (Glaeser and Ponzetto 2014).

In this paper, we apply the logic of political attention to transportation investment. In Section II, we begin by discussing the arc of investment described Altshuler and Luberooff (2003). Their definitive study of post-war American mega-projects describes three periods. Initially, US cities, supported with federal subsidies, build mega-projects and largely ignore the downsides of this building to local residents. In the second period, local opposition, such as the Freeway Revolts, blocks many of these projects. In the third period, mega-projects reappear, but they are even more expensive because builders take great care to avoid harming local residents.

While this arc is overly simplistic, it suggests that America may have gone from a period of overbuilding to a period of underbuilding and perhaps over-abatement of the downsides of construction. Our model is meant to explain this transition and yield other testable implications about infrastructure investment. We highlight two ways in which voter attention skews transportation spending: spending elsewhere is not salient while local nuisances are extremely salient.

The first distortion assumes that while voters can easily see the benefits of a new highway, they don’t pay much attention to the marginal dollar added to the federal budget. Consequently, when the federal government starts funding infrastructure, the incentive to spend becomes stronger even when spending decisions are made at the national level. Our attention model yields a microfounded version of Weingast’s (1979) “Law of 1/N” in which spending proceeds as if benefits are weighed only against each jurisdiction’s share of total costs. This force will lead to too much spending, and may perhaps explain why America experienced so much investment during the early postwar period.

The second distortion is that the physical downsides of construction are even more salient to the neighbors of new infrastructure than the benefits of that infrastructure are to its users. Those physical downsides include noise, pollution and the use of eminent domain to acquire land. The salience of these costs is well illustrated by the popular fury that erupted in the Freeway Revolts and by the ardent opposition to private and public construction that exists in many parts of the US today.

This second force can lead to underprovision of transportation infrastructure and explain why the era of big building yielded to an era of infrastructure caution. As urban residents became better educated and better organized, the salience of these local costs became more important to electoral politics. The salience of these costs to educated voters is one explanation of the rise of “Not in My Back Yard”-ism or NIMBYism. The model also predicts
that once the harmed are sufficiently well informed, infrastructure investment will decline with their income levels.

Our model shows that a perfectly calibrated federal funding strategy can exactly offset the salience of local costs and yield the socially optimal level of transportation investment. The ideal share of federal spending rises with the knowledge mismatch between the local winners and losers from transportation investment. The optimal federal subsidy also rises with the nuisance costs of construction and the benefits of transportation to users, assuming that the urbanites who suffer the costs are better informed.

Yet we suspect that this optimistic scenario is unlikely to reflect reality, especially because a national funding policy cannot be well tailored to local conditions. A funding strategy that yields optimal infrastructure in dense and well-educated San Francisco is likely to be far too generous to yield optimal infrastructure investment in less dense and more poorly educated parts of America. Our model predicts that holding the federal spending share constant, we should see more per capita investment in low density areas and less investment in higher density areas.

We then include abatement investment to capture Altshuler and Luberonoff’s (2003) third era of mega-projects. Abatement investments reduce the costs of infrastructure to local residents, and one example might be routing the infrastructure so that it avoids any dense neighborhoods and any use of eminent domain. Once we allow abatement investment, then a single federal funding share cannot yield an efficient level of abatement and an efficient level of investment. If knowledge is particularly high among those harmed by infrastructure, then this will require a generous federal funding share, but that will also produce an excess of abatement investment. This logic suggests that third era projects, like Boston’s Big Dig, may have spent too much on abating local nuisances.

We focus on spending decisions that are determined at the national level, but we also consider the impact of local control over spending. Typically, local control and financing will lead to underinvestment, because local voters don’t consider the benefits to outsiders. When localities receive a federal subsidy share of costs, then the optimal subsidy can be either smaller or larger than with national decision-making, because while local voters don’t consider the tax implications to outsiders, they also don’t consider the infrastructure benefits to outsiders.

User fee financing will also impact investment because of its salience. When user fees are more salient than taxes, then user fee financing will tend to reduce investment. When federal funding cannot achieve the first best on its own, then user fees can be used to fine tune the investment.

In Section VIII, we briefly discuss added implications of our model. We predict that there will be more spending in low-density areas than in high-density areas, because salient nuisances from construction are more common in density areas. Recent within-state spending patterns strongly support this implication.

We also predict that highways will be sited in less education areas, since less educated people are typically less politically aware and less politically active (Galston 2001). A robust literature shows that less educated people are more likely to live near highways. Yet that pattern also reflects post-construction geographic mobility. Brinkman and Lin (2016) is the one paper we know that seems to show that highways are built in less successful neighborhoods.

Our model also predicts that spending on abatement will be more common in more edu-
cated areas. We lack direct data on abatement spending. However, there is a strong pattern that better educated states have larger highway disbursements per mile. One interpretation of this fact is that these states are spending more to reduce the downsides of highways, but that is more of a hypothesis than a fact.

Finally our model predicts that national control will lead to more spending in places that receive more outside visitors. A comparison of the US and the UK appears to support this fact, since US transportation spending skews towards lower density states, while UK spending skews towards London, which receives millions of visitors from elsewhere in the UK. We hope that future work will provide more serious tests of our model.

This paper highlights two offsetting ways in which politics distorts transportation spending. The national funding of local projects ensures too little attention to the financial costs of those projects. The highly salient nature of local nuisances ensures that too much weight will be given to those nuisances. In an ideal world, these two political failures balance each other out, but we doubt that they do in reality.

2 The Rise and Decline of Megaprojects

Between 1926 and 1939, America built six suspension bridges with central spans that exceeded 500 meters, and four of these were, at the time, the longest in the world. Since 1964, we have built only two such bridges. While the earlier bridges were often in the heart of great metropolitan areas, the two more recent bridges were in far less dense settings. American construction of long tunnels and urban highway miles has also slowed dramatically relative to the post-war heyday of construction.

Altshuler and Luberoff’s (2003) Mega-Projects provides the definitive history of America’s twentieth-century urban infrastructure building. They describe three distinct phases. In the first phase, which largely ran until the early 1960s, building proceeded with federal support and little concern over local opposition. During that period, massive projects, including New York’s Lincoln Center, Chicago’s Dan Ryan Expressway, and San Francisco’s Golden Gate Bridge, were constructed in the heart of metropolitan areas.

During the second phase, community opposition coalesced, with early leaders such as Shirley Hayes and Jane Jacobs. These groups borrowed techniques from the civil rights movement, and convinced urban leaders, such as Carmine DeSapio, that pushing controversial projects was not in their political self-interest. The third phase saw mega-projects commence again, but with far more attention to community concerns. Boston’s Big Dig is their poster child for this third phase, in which builders, like Fred Salvucci, were willing to spend billions to avoid disturbing neighbors.

A slight variation on their view is that community strength has grown more or less continually since the mid-1950s. Activists have made it more and more difficult to build projects, unless these projects are, like the Big Dig, wrapped up in extremely expensive protections against community harm and accompanied with other benefits for local residents. This view emphasizes that the current environment is just far more restrictive than the earlier era.

Three forces generated the spurt in infrastructure construction prior to 1964. First, America’s cities grew massively in the decades before 1930. New York’s population dou-
bled from 3.4 million to almost seven million between 1900 and 1930; Chicago’s population increased from 1.7 million to 3.38 million over the same three decades. The vast increase in population increased the potential benefits from better transportation connections, especially since, after 1898, New York City sprawled over five boroughs, not just the island of Manhattan.

Second, a new transportation technology—the automobile—had emerged in the last years of the nineteenth century. America’s older cities were built around very different transportation technologies, and drivers could benefit enormously from limited-access highways, bridges and tunnels. Master builder Robert Moses began his infrastructure career building parkways in Long Island during the 1920s. Well-educated and wealthy suburbanites were one natural constituency for these projects. Many of the large mid-century infrastructure projects, and the later Big Dig, can be seen as attempts to retrofit the city for the car.

Third, the Great Depression saw an unprecedented increase in federal funding for local infrastructure projects. The federal government had supported transportation linkages, including canals and the intercontinental railroad, since the nineteenth century. The economic downturn, however, turned infrastructure into a counter-recessionary tool, and federal infrastructure money flowed to local leaders, like New York’s Fiorello La Guardia. Eisenhower maintained the national interest in funding infrastructure through his support of the highway system.

Rising urban populations, the car and Federal funding produced the first era of expansive infrastructure, epitomized perhaps by Robert Moses, who built highways, bridges, pools and parks throughout the greater New York area. During the 1950s, Moses first started experiencing pushback against his proposals. The organized opposition emerged first among better-educated pockets of the population.

Robert Caro’s (1974) biography of Moses highlights two early defeats for the builder: Washington Square Park in 1952 and an expanded parking lot for Tavern on the Green in 1956. In both cases, Moses was trying to make New York City more car friendly. In both cases, well-heeled New Yorkers opposed Moses by organizing letter-writing campaigns and used the media and the courts ably.

Shirley Hayes had come to New York to act and had met her husband performing in Leslie Howard’s Hamlet. Her husband prospered in advertising, and they lived in Greenwich Village. She had four children and took them to play in Washington Square Park.

When Robert Moses proposed running Fifth Avenue through the park, Hayes gathered more than 16,000 signatures opposing the move. She enlisted parent/teacher associations, the Lions Club and even Eleanor Roosevelt herself, who was a sometime resident of Washington Square. Hayes’ formal education was limited, but clearly she had natural political gifts and perhaps also benefitted from her spouse’s experience in advertising. Eventually, Carmine DeSapio, the last great boss of Tammany Hall, who didn’t want to risk his Greenwich Village electoral base, turned against Moses’ plan and after a seven-year fight, the master builder gave up.

The so-called Battle over Central Park occurred in 1956. Moses’ plan to turn a playground into an expanded parking lot for the iconic restaurant again ran up against angry parents, who reached out to their elected representative, City Council Minority Leader Stanley Isaacs. Isaacs helped organize a demonstration against the project and a court case. Imitating the sit-ins that were already occurring in segregated cities like Baltimore, the mothers brought
their strollers to the playground and sat in “camp chairs” that were “blocking the bulldozer’s path.” The contractor’s foreman had no taste for such a confrontation, and the New York Times headline read “Central Park Mothers Vanquish Bulldozer Set to Raze Play Area” (New York Times, April 18, 1956, p. 33). Moses backed down.

These techniques would be repeated and refined over the next two decades. Jane Jacobs had been a foot-soldier in Shirley Hayes’ battle, but she would become a general fighting Robert Moses’ attempt to build the Lower Manhattan Expressway during the 1960s. Jacobs ably organized rallies, obtained celebrity support and disrupted meetings of the city’s board of estimate. Jacobs was also part of the movement to establish the Greenwich Village Historic Preservation District, which effectively ended any possibility of mega-projects in the area. Such districts are one example of the post-1960 barriers to building and they have spread throughout the country.

Opposition to new projects also became a nationwide phenomenon in the late 1950s and 1960s. In 1956, a “highway revolt” started in San Francisco against the elevated Embarcadero Freeway. In Boston, activists like Father Paul McManus, community activist Chuck Turner and even engineers like the young Fred Salvucci and James Morey helped organize effective opposition to an inner beltway project. Even in Atlanta, the Morningside/Lenox Park Association was formed in 1965 to combat the construction of Interstate 485.

The 1950s and 1960s were a great epoch of community activism regarding civil rights, the Vietnam War and urban construction projects. In all cases, citizens took action against elected leaders and used techniques of civil disobedience, mass organization and media relations. These disparate movements learned from one another, and effectively produced a form of social capital that was able to impose costs on political leaders. In many cases, the leaders of this movement were well educated, but in other cases, their skills were learned “on the job.”

The net result of this growth in social capital is that it became much harder for infrastructure projects to ignore community opposition. Altshuler and Luberoff’s (2003) third phase is the natural outcome of this change: projects could only proceed if they effectively ameliorated all of the local residents concerns. Consequently, project costs became higher and projects became more rare. The next section of the paper presents a formal model of this transformation.

3 Model Setup

We consider a simple spatial model that consists of three discrete geographic units: the city, the suburbs, and the rest of the country. We consider investment in a transportation system in the city that will benefit both the city and the suburbs, and may generate positive spillovers for the rest of the country too.

3.1 The Economy

Each location \( l \in \{c, s, r\} \) has a homogeneous population with mass \( n_l \) and earnings per capita \( w_l y \), where \( w_l \) measures relative earnings and \( y \) average income. We normalize total
population to unity, so \( \sum_l n_l = 1 \) and \( \sum_l n_l w_l = 1 \). Earnings determine the amount of taxes paid and the benefits of transportation.

Each individual takes a number \( q_l \) of trips using the city’s transportation system, with \( \min \{ q_c, q_s \} > q_r \geq 0 \). This formulation enables us to consider national spillovers from investment in the city, while naturally assuming that the infrastructure is used mostly by local residents. Moreover, we can study both projects like a subway that are used most intensively by city residents \( (q_c > q_s) \) and others like radial highways that mostly benefit suburbanites instead \( (q_s > q_c) \). The assumption that \( q_l \) is an exogenous parameter rather than an endogenous choice admittedly sidesteps many interesting aspects of transportation policy, such as network effects and the behavioral response to new projects. On the other hand, it simplifies our algebra considerably and enables us to focus most sharply on the political-economy distortion at the core of our analysis.

The opportunity cost of time spent in transit is proportional to earnings. Each trip through the city requires time \( t \), so the total opportunity cost of travel for a resident of location \( l \) equals \( \gamma t q_l w_l y \).

Transportation investment \( i \) reduces the time required for each trip in the city according to \( t = T(i) G(q) \), where \( q = \sum_l n_l q_l \) is the total number of trips through the city, and the functions satisfy \( G(q) > 0, G'(q) > 0, T(i) > 0 \) and \( T'(i) < 0 \) with \( \lim_{i \to 0} T'(i) = -\infty \) and \( \lim_{i \to \infty} T'(i) = 0 \). This structure is far from wholly general but it nests natural assumptions about transport spending and congestion. For example, we could specify \( t = i^{-\alpha} q^{\alpha+\beta} \), such that time per trip declines isoelastically with investment per trip but rises isoelastically with the total number of trips because of congestion.

On the other hand, investing in infrastructure creates an inconvenience cost for city residents. This cost is proportional to both the amount of spending and the opportunity cost of time, and thus equals \( z_i w_c y \). This inconvenience cost can reflect both the sound and disturbance of the construction and the negative externalities from the infrastructure to nearby residents once it is operational, which can include both air pollution and noise. This inconvenience cost can also include the costs of relocation, and even neighborhood demolition. We assume that this term is proportional to wages because many of these costs are time-related, including the disturbed sleep, illness and the inconvenience of moving. We will later allow the inconvenience level \( z \) to be reduced at a cost, assuming that the builders can choose to build in ways that create massive relocation of households, like the early Robert Moses projects, or in ways that keep existing neighborhoods largely intact.

The cash cost of investment is partly paid locally by the metropolitan area and partly defrayed through national taxes. We assume that taxes are not distortive but proportional to income. This could be because they are levied in the form of property taxes, or because they are income taxes but employment is lumpy: the representative resident of location \( l \) works a full-time job that provides net earnings \( (1 - \tau_l) w_l y \), and travel time reduces his leisure, whose opportunity cost \( \gamma w_l y \) is independent of taxation.

In particular, we assume that a share \( \lambda \) of total investment is financed locally through a uniform metropolitan tax \( \tau_m \) on the city and the suburbs, while the remainder is defrayed through a uniform nationwide tax \( \tau_r \). The budget constraint then implies

\[
\tau_m (1 - n_r w_r) y = \lambda i \quad \text{and} \quad \tau_r y = (1 - \lambda) i,
\]

recalling that the income share of the metropolitan area is \( n_c w_c + n_s w_s = 1 - n_r w_r \).
Assuming quasilinear utility, the welfare of city residents equals
\[ u_c = [1 - \tau_m - \tau - \gamma T(i) G(q) q_c - z \hat{i}] w_c y, \] (2)
the welfare of suburbanites equals
\[ u_s = [1 - \tau_m - \tau - \gamma T(i) G(q) q_s] w_s y, \] (3)
and the welfare of the representative resident of the rest of the country equals
\[ u_r = [1 - \tau - \gamma T(i) G(q) q_r] w_r y. \] (4)

3.2 Electoral Politics

Transportation investment is chosen by politicians facing electoral incentives. We model policy-making as the outcome of an electoral process with binding platform commitments but imperfectly and heterogeneously informed voters, following Ponzetto (2011) and Glaeser and Ponzetto (2014).

The election is contested by two parties, labelled D and R, whose only goal is to win office and which accordingly choose their policy proposals \( i_D \) and \( i_R \) to maximize the probability of obtaining a majority of the votes cast. The electorate consists of a measure-one continuum of voters. Following the probabilistic-voting approach (Lindbeck and Weibull 1987), voters’ preferences for the competing parties comprise two independent elements. Each resident of location \( l \) derives utility \( U_l(i) \) from the transportation investment enacted by the winner of the election. Moreover, the two parties have fixed characteristics, such as ideology or the personal qualities of party leaders, that cannot be credibly altered with the choice of an electoral platform; and each voter \( v \) has individual tastes, respectively \( \xi^D_v \) and \( \xi^R_v \), for these characteristics.

In the standard probabilistic-voting model, parties choose binding policy platforms and all voters perfectly observe them. We relax the assumption of perfect information, and instead consider random processes of imperfect information acquisition. Information arrives independently across agents. By the time the election is held, a resident of location \( l \) has observed policy proposals with probability \( k_l \in [0, 1] \). With complementary probability \( 1 - k_l \) the voter reaches the election completely uninformed, though with rational expectations.

Given his information \( I_v \), voter \( v \) votes forms rational beliefs \( (\hat{i}_D, \hat{i}_R) \) about the policies the two candidates have proposed and would respectively enact if elected. Although each atomistic voter has probability zero of deciding the election with his ballot, we set aside the rational-voter paradox through the conventional assumption that voting is costless, so all agents turn out to vote. As a consequence, a voter’s decision is summarized by his preference to support one party over the other. Voter \( v \) from location \( l \) chooses to support party \( R \) if and only if
\[ \mathbb{E}[U_l(\hat{i}_D) \mid I_v] + \xi^D_v \leq \mathbb{E}[U_l(\hat{i}_R) \mid I_v] + \xi^R_v. \] (5)

An individual’s relative assessment of the two candidates’ non-policy characteristics can be disaggregated into a common and an idiosyncratic component: \( \xi^D_v - \xi^R_v = \Psi + \psi_v \). Both \( \Psi \)
and \( \psi \), are unobservable to politicians, and independently drawn from common-knowledge probability distributions. The common shock \( \Psi \) accounts for the aggregate uncertainty in the electoral outcome. The idiosyncratic shock \( \psi \) provides the intensive margin of political support, and is independent and identically distributed across agents. For the sake of clarity, we assume that \( \psi \) has a uniform distribution with support \([-\tilde{\psi}, \tilde{\psi}]\) sufficiently wide that each voter’s ballot is not perfectly predictable on the basis of policy considerations only.\(^1\)

All residents of each location \( l \in \{c, s, r\} \) have an identical utility function \( U_l(i) \) and identical information-acquisition probabilities \( k_l \). Since there is a continuum of agents in each location and the arrival of information is independent across agents, these probabilities coincide with the shares of voters from each group that have observed policy proposals.\(^2\)

### 4 Policy Formation

In this section, we discuss the distributive tensions across regions that surround infrastructure investment, and how they are resolved through electoral politics.

#### 4.1 Preference Conflict

To simplify notation, let \( \Gamma \equiv \gamma G(q) \) denote the cost of congestion. The preferences of the representative resident of each region are a concave function \( u_l(i) \) with a unique, strictly positive bliss point \( i_l \), which is implicitly defined by:

\[
\Gamma |T'(i_l)| yq_l = 1 - \lambda + \lambda \frac{1-t_{l=r} - 1-t_{l=c}}{1-n_rw_r} + yz1_{t=c},
\]

where \( 1_{t=r} \) is an indicator variable for the rest of the country and \( 1_{t=c} \) for the city center. This condition simply equates marginal benefits for the location on the left-hand side and unit costs for the location on the right-hand side.

The marginal benefits reflect the returns to the investment technology \( (T') \) and thus they are decreasing in the amount of investment. They also reflect amount congestion that infrastructure relieves \( (\Gamma) \) and aggregate income \( (y) \), which raises the cost of congestion one-to-one. The only region-specific element is the amount of usage per capita \( (q_l) \).

Benefits also scale with the relative size of the region’s economy \( (n_lw_l) \), but so do costs. Hence, the right-hand side captures the unit cost of investment per unit of regional income. This cost comprises two components: the direct cash cost, and the inconvenience imposed on city residents. For the share or investment that is financed nationally \( (1-\lambda) \), there is a unit cash cost per unit of income. For the share that is financed locally \( (\lambda) \), residents of the rest of the country pay no cash cost, but the contributions of residents of the city and its suburbs scales up in inverse proportion to the size of the metropolitan economy relative

\(^1\)This assumption simplifies the analytical derivations but hardly involves a loss of generality. In a symmetric pure-strategy Nash equilibrium of the platform-proposal game the policy proposals are independent of the specific distribution of \( \psi \).

\(^2\)The assumption that information arrives independently across agents simplifies our exposition but is not necessary for our analysis. The model is robust to any correlation of information across agents, with \( k_l \) denoting the expected share of region-\( l \) residents that reach the election having observed policy proposals.
to the national total \((1 - n_r w_r)\). Finally, the inconvenience cost falls exclusively on city residents, and it is proportional to income as well as to the inconvenience parameter \((z)\).

The distributive tensions that shape the politics of transportation investment are captured by the comparative statics on the bliss points.

**Proposition 1** Each region’s desired investment increases with the cost of congestion \((\partial i_i / \partial \Gamma > 0)\), with aggregate income \((\partial i_i / \partial y > 0)\), and with its own residents’ infrastructure usage \((\partial i_i / \partial q_l > 0)\). The city’s desired investment decreases with the inconvenience it causes \((\partial i_c / \partial z < 0)\). An increase in local financing reduces the investment desired by local taxpayers but increases the investment desired by outsiders \((\partial i_c / \partial \lambda < 0, \partial i_s / \partial \lambda < 0, \text{and} \partial i_r / \partial \lambda > 0)\).

The first results highlights two responses that all citizens qualitatively agree on. If congestion is a more pressing problem, more infrastructure is needed to relieve it. Moreover, the opportunity cost of time spent travelling is proportional to income, so higher incomes increase the benefit of infrastructure investments that reduce travel times. The nuisance costs of construction are also proportional to wages, but since the first order condition weighs a benefit that is wholly proportional to wages against costs that are only partially proportional to wages, the overall impact of wage increases must be to make construction more appealing.

Two other unsurprising sets of comparative statics highlight benefits and costs that only one region internalizes. Infrastructure becomes more appealing when people take more trips: rising numbers of automobile users increased the case for investing in urban expressways and the interstate highway system. Naturally, each region is concerned with its own usage needs: residents are willing to share a higher burden if they expect to use the infrastructure more. Higher inconvenience costs naturally mean that infrastructure becomes socially costlier, but this cost is only felt by the city itself.

The final set of results in Proposition 1 show how local support for infrastructure spending depends on the source of tax revenues. Intuitively, every region like more investment the more it can free ride. When local residents are particularly responsible for paying for the infrastructure, then they will want less of it, and if non-metropolitan residents pay for the bulk of the infrastructure then they will want more of it, as long as the nuisance costs are not too high. This can help explain why infrastructure spending became far more popular—locally—after World War II. Since projects were being significantly funded by voters in other cities and states, then local leaders became enthusiastic about large projects. Conversely, greater local financing raises investment demand from the rest of the country, which can enjoy positive spillovers without having to defray construction costs.\(^3\)

We complete our description of distributive conflict by characterizing the ranking of the regions from the most opposed to the most enthusiastic about infrastructure.

**Proposition 2** Suppose that residents of the suburbs use infrastructure as much as city residents \((q_s \geq q_c)\). Then residents of the suburbs desire strictly more investment than city residents \((i_s > i_c)\). Moreover, there are two thresholds

\[
\tilde{q}_r \equiv \frac{(1 - \lambda) q_c}{1 + \lambda n_r w_r / (1 - n_r w_r) + y z}
\]

\(^3\)For similar reasons, residents of the metropolitan area are less enthusiastic about investment if the local tax base is relatively small, i.e., if \(n_r w_r\) is large.
and
\[
\bar{q}_r^s \equiv \frac{(1 - \lambda) q_s}{1 + \lambda n_r w_r / (1 - n_r w_r)}
\]
with \(\bar{q}_r^c > \bar{q}_r^s > 0\), such that residents of the rest of the country want the least infrastructure if usage spillovers are low \((q_r < \bar{q}_r^c \Leftrightarrow i_s > i_c > i_r)\), more infrastructure than city residents but less than residents of the suburbs if usage spillovers are intermediate \((\bar{q}_r^c < q_r < \bar{q}_r^s \Leftrightarrow i_s > i_r > i_c)\), and the most investment if usage spillovers are high \((q_r > \bar{q}_r^s \Leftrightarrow i_r > i_s > i_c)\).

City residents are more opposed to construction when income or inconvenience are higher \((\partial q_c^r / \partial y < 0 \text{ and } \partial q_s^r / \partial z < 0)\). Residents of the city and the suburbs are more favorable to construction when their own usage is higher \((\partial \ln q_c^r / \partial \ln q_c = \partial \ln q_s^r / \partial \ln q_s = 1)\) and when federal financing is higher \((\partial q_s^r / \partial \lambda < 0 \text{ and } \partial q_c^s / \partial \lambda < 0)\).

Within the metropolitan area, there are two drivers of preference heterogeneity. First, city residents alone suffer the inconvenience of infrastructure investment. Second, residents of the city and the suburbs have different needs for the infrastructure. If suburbanites use infrastructure at least as much as urbanites do \((q_s \geq q_c)\), both forces point in the same direction: the suburbs are then unambiguously more gung-ho about construction than the central city. This is also true if the city uses the infrastructure more intensively, so long as inconvenience costs are sufficiently high.

For residents of the rest of the country, the key preference drivers are spillovers \((q_r)\) and federal subsidies \((1 - \lambda)\). Intuitively, if funding is fully local, outsiders are the keenest promoters of local infrastructure that generates any positive externalities whatsoever \((\lim_{\lambda \to 1} q_c^r = \lim_{\lambda \to 1} q_s^r = 0)\). Conversely, if funding is fully national then outsiders and suburbanites face the same calculation, so the most intensive users will be the most enthusiastic supporters of construction \((\lim_{\lambda \to 0} q_s^r = q_s)\).

Proposition 2 details the more general but equally intuitive taxonomy. Outsiders are even less keen on infrastructure than central-city residents if spillovers and local funding are low while inconvenience and within-city usage are high. Outsiders are even keener on infrastructure than suburbanites if spillovers and local funding are high while suburban usage is low. They are the intermediate constituency for intermediate parameter values.\(^4\)

### 4.2 Equilibrium Investment

Electoral competition with imperfectly informed voters and an intensive margin of political support elicits from both parties the equilibrium policy proposal:

\[
i = \arg \max_{i \geq 0} \sum_{i} k_i n_i U_i (i). \tag{7}
\]

Intuitively, a politician gains support if his policy proposals are more attractive for the voters who learn about them. The intensive margin of political support makes the relationship continuous: a candidate’s probability of victory increases smoothly with his platform’s appeal to informed voters.

\(^4\)Residents of the metropolitan area are also more reluctant to support investment when the local tax base is small, so local financing has a higher impact per capita. Thus, \(\bar{q}_r^c\) and \(\bar{q}_r^s\) are both smaller if \(n_r w_r\) is large.
Equilibrium policies aggregate the preferences of different groups, but their weight in politicians’ objective function aren’t identical, as efficiency maximization would require. Instead, voters’ preferences are weighted by their level of information, because so is their response to policy proposals. An uninformed agent would fail to notice a deviation from the expected policy choice, and thus could not react to such a deviation when casting his vote. Politicians optimally choose policy proposals that cater disproportionately to the preferences of those voters who are disproportionately likely to observe them, because only those voters’ ballots reflect directly the policy commitments.

We can write equilibrium investment as a generalized \( f \)-mean of the levels desired by different constituencies:

\[
|T'(i)| = \frac{\sum_{l} |T'(i)_l| k_l q_l n_l w_l}{\sum_{l} k_l q_l n_l w_l}.
\]  

(8)

The function underlying this mean is the marginal return to investment \(|T'(i)|\). Accordingly, the mean is also weighted by the region-specific value of investment—which reflects individual usage, income, and population—as well as by information, which determines political influence.

Writing out the equilibrium condition:

\[
\Gamma |T'(i)| y \sum_{l} k_l q_l n_l w_l = \sum_{l} k_l \left( 1 - \lambda \frac{1 - n_r w_r}{1 - n_r w_r} \right) n_l w_l + y z k_c n_c w_c.
\]  

(9)

The left-hand side describes the political salience of the benefits from infrastructure. The summation on the right-hand side reflects the associated tax burden. The final term reflects the inconvenience costs imposed of city residents.

Equilibrium investment remains responsive to the basic drivers of its efficiency.

**Corollary 1** Investment increases with the cost of congestion \((\partial i / \partial \Gamma > 0)\), with aggregate income \((\partial i / \partial y > 0)\), and with the number of trips using the system \((\partial i / \partial q_l > 0)\). It decreases with the inconvenience it causes to city residents \((\partial i / \partial z < 0)\).

The comparative statics of Corollary 1 are unsurprising and follow directly from Proposition 1. When people take more trips, these trips become more time-consuming, the opportunity cost of time rises, or nuisance costs decline, all citizens demand (weakly) more investment. As a consequence, not only efficient investment but also equilibrium investment rises.

Yet, though the political calculus does reflect the social costs and benefits of transportation investment, it does so only qualitatively. Quantitatively, electoral politics do not correctly internalize all the social impacts of infrastructure spending. As a consequence, equilibrium investment can be too high or too low relative to the optimum.

We define efficient investment as the investment level that minimizes the sum of construction and commuting costs, which is equivalent to maximizing social welfare with equal weights for all citizens. We can then summarize the equilibrium policy distortion as follows.
Proposition 3 In the political equilibrium, investment in transportation is excessive if and only if:

\[
\Omega \equiv \ln \frac{T'(i^*)}{T'(i)} = \ln \frac{\sum_i k_i q_i n_i w_i}{\sum_i q_i n_i w_i} - \ln \left(1 - \lambda\right) \sum_i k_i n_i w_i + \lambda \sum_{i \neq r} k_i n_i w_i / (1 - n_r w_r) + y z k_c n_c w_c > 0.
\]

We measure overinvestment by the ratio of the marginal productivity of investment at the optimum and in equilibrium. This index is appropriate for any neoclassical production function, but in particular for an isoelastic function it would be proportional to the ratio of investment levels themselves: if \( T(i) = i^{-\alpha} \) then \( \Omega = (1 + \alpha) (\ln i - \ln i^*) \). Substantively, overinvestment or underinvestment in infrastructure depends on the geographic spread of information.

The first term equals the share of travel costs incurred by informed voters. This captures political misperception of the marginal benefits of construction due to the covariance between knowledge and infrastructure use. Formally, it is the logarithm of the share of travel costs incurred by informed voters. When all three locations are equally informed, then the first line equals the overall population share of informed voters. When people who use the infrastructure rarely are better informed, then the first line is smaller. When infrastructure users are particularly well informed, then the first line is larger.

The second term equals the share of the unit costs of constructions borne by informed voters. It captures the political misperception of construction costs. As the denominator highlights, each unit of investment has a unit cash cost plus the cost of inconvenience for city residents. Thus, the first addend in the numerator is the share of the total cost that consists of national taxes paid by informed taxpayers. It multiplies the share of federal financing by the share of federal taxes paid by informed voters. This is higher than the overall population share of informed voters if richer regions are better informed about the project, and lower if information is higher instead in poorer regions.

The second addend is the share of total costs that consists of local taxes paid by informed voters. This term multiplies the share of the project that is being funded locally and the share of local taxation defrayed by informed taxpayers. When local residents are particularly well informed and they are paying a large share of the total project’s costs, then this term is higher than the overall share of informed voters and as a result investment is likely to be too small.

Finally, the third addend is the share of total costs that consists of inconvenience suffered by informed voters. Since only city-dwellers incur these costs, what matters here is their information relative to the population as a whole. When the city-dwellers are ill-informed, as perhaps some urban populations were immediately after World War II, then the tendency will be to ignore the nuisance problems and overbuild. When the city-dwellers are particularly well-informed, as they may well be in the modern era, then nuisance costs will loom particularly large in the political calculus and under-investment will be the larger problem.

We have chosen to model political biases as reflections of knowledge, but of course, political clout can differ across groups for other reasons as well. Urban or suburban voters may be better organized or more likely to be vote or more likely to be marginal voters.
Such differences would act just like information in our model, and lead the preferences of the more powerful group to matter more in equilibrium. It is possible, therefore, that the US experienced too much building during the Moses era not because urban voters were uninformed but because they were ill organized. The organizing work by Shirley Hayes and Jane Jacobs can be seen as a shift in the political power of the urbanites. Equivalently, of course, their work can also be seen as spreading information about the project across their own neighborhood.

5 The Rise of NIMBYism

We now turn to the history that motivated our model. We consider the dividing line between the era of Moses’ overbuilding and modern NIMBYism as reflecting a shift in the information levels of city dwellers. In the immediate post-war period, we assume that the city-dwellers were relatively uninformed. Through efforts like community organizing by Shirley Hayes and Jane Jacobs, information spread. Better organization also meant that city-dwellers become more effective politically.

We capture this evolving pattern of information asymmetry through a simple process of information acquisition. All voters receive information about policy proposals from nationwide news sources such as national TV networks. For simplicity, we assume that every voter in every location learns of policy proposals from this channel with the same probability $k_N \in [0, 1)$.

Residents of the metropolitan area also learn about local policy proposals from local news sources such as city newspapers. To capture the suburbs’ early advantage in information and political clout, we assume that suburbanites learn of policy proposals from this channel with probability $k_L \in [0, 1)$, but central-city residents with probability $\rho k_L$ for $\rho \in [0, 1)$.

Conversely, residents of the central city naturally have more opportunities and greater incentives to become informed of policy proposals concerning their own neighborhoods. We can summarize all such phenomena by treating community organizations as a preferential source of information that city residents alone have access to, and that informs them about policy proposals with probability $k_C \in [0, 1)$.

**Proposition 4** Information about infrastructure spending is higher within the metropolitan area than outside it ($k_r < \min \{k_c, k_s\}$). It is higher in the city than in the suburbs if and only if community organizations are sufficiently active ($k_c > k_s \Leftrightarrow k_C > \tilde{k}_C$), while local news are not too important and do not favor the suburbs too much ($\partial \tilde{k}_C/\partial k_L > 0 > \partial \tilde{k}_C/\partial \rho$).

Proposition 4 provides a simple summary of the forces that led to a reversal of fortune in the relative political power of the city and the suburbs. In an earlier period, local newspapers were Americans’ leading source of political information, while inner-city communities were poorly organized and carried little political clout. Over subsequent decades, local newspapers declined (Gentzkow 2006) while community organization efforts took off. Both trends have made the central city more powerful and the suburbs less powerful. The rest of the country remains throughout the least influential constituency, since information about local projects is naturally lower outside the affected metropolitan area.

Our next result illustrates the impact of this shift on infrastructure investment.
Proposition 5 There is a threshold \( z \geq 0 \) such that if and only if inconvenience is high enough \((z \geq \tilde{z})\) then an increase in city residents’ information reduces equilibrium investment \((\partial i/\partial k_c \leq 0)\). Greater information in the city center is more likely to reduce investment when city residents use the infrastructure less and others use it more \((\partial \tilde{z}/\partial q_s \geq 0, \partial \tilde{z}/\partial q_c \leq 0 \) and \( \partial \tilde{z}/\partial q_r \leq 0 \)\) and when income is higher \((\partial \tilde{z}/\partial y \leq 0)\). If residents of the suburbs use infrastructure no less than city residents, greater information in the city center is more likely to reduce investment when federal subsidies are lower \((q_s \geq q_c \Rightarrow \partial \tilde{z}/\partial q \leq 0)\).

There are two thresholds \( \tilde{z} \geq 0 \) and \( \Xi \geq 0 \) such that if and only if inconvenience is high enough \((z > \tilde{z})\) and local news are uninformative enough \((0 < k_L < 1/\Xi)\) and favor the suburbs enough \((\rho < \Xi)\) then there is overinvestment in the absence of community organization \((k_C = 0 \Rightarrow \Omega > 0)\) but underinvestment with perfect community organization \((k_C = 1 \Rightarrow \Omega < 0)\). A switch from over- to underinvestment is more likely when city residents use infrastructure less \((\partial \tilde{z}/\partial q_c \geq 0)\), when residents of the suburbs use it more \((\partial \tilde{z}/\partial q_s \leq 0)\) and when income is higher \((\partial \tilde{z}/\partial y \leq 0)\). If residents of the suburbs use infrastructure no less than city residents, the condition for a switch from over- to underinvestment is more restrictive than the condition for a monotonic decline in investment \((q_s \geq q_c \Rightarrow \tilde{z} \geq \tilde{z})\).

Proposition 5 first gives conditions under which increasing information for city-dwellers will lead to less building. When inconvenience costs are high enough, city residents are the strongest opponents of new construction. This is especially true if they are not also the main users of infrastructure, and typically if federal subsidies are modest.

The second set of conditions characterizes when increasing community organization triggers not merely a monotonic decline in investment but also a shift from over- to underinvestment. Intuitively, this requires analogous but typically more restrictive conditions on inconvenience costs and infrastructure usage.\(^5\) In addition, it also requires two symmetric bounds on the effectiveness of local news. First, the central city must be sufficiently uninformed to suffer overinvestment in the absence of community organization \((\rho < \Xi)\). Second, the suburbs must not be so informed that their political clout avoids underinvestment even when information in the city center is perfect \((k_L < 1/\Xi)\).\(^6\)

During the immediate post-war period, suburban car commuters were richer than most city-dwellers, primarily because owning cars cost money. This income was presumably also associated with more political clout, both because of campaign donations and because of more political knowledge. Consequently, in those days of weak organization of poorer urbanites, there was too much investment.

Gradually, the level of information rose in the city, especially in the richer areas. As we have discussed, the first defeats of Robert Moses were not in the poorer areas of Harlem or Queens, but in the tonier areas of the Upper West Side and Greenwich Village. The techniques developed in those areas then spread and made community organizing common everywhere.

\(^5\)The only difference is that the role of spillovers outside the metropolitan area \((q_r)\) becomes ambiguous. If they are very high while federal subsidies are low, higher information in the metropolitan area induces underinvestment irrespective of community organization—but community organizing makes underinvestment worse.

\(^6\)The first constraint is more likely to bind when federal subsidies and spillovers are low, and the second when they are high: \( \partial \Xi/\partial \lambda < 0 < \partial \Xi/\partial q_r \).
Proposition 5 highlights that central-city information is more likely to reduce investment when inconvenience and income are higher. In general, the Appendix proves that $\partial^2 \Omega / (\partial k_c \partial z) < 0$ and $\partial^2 \Omega / (\partial k_c \partial y) < 0$. This means not only that rising central-city information reduces investment when inconvenience is high enough, but also that rising income reduces investment when city residents are informed enough.

**Proposition 6**  
Overinvestment decreases with aggregate income and with the inconvenience it causes to city residents ($\partial \Omega / \partial z < 0$ and $\partial \Omega / \partial y < 0$) if and only if community organization is powerful enough, the suburbs’ advantage in learning about policy from local news is low enough, and federal subsidies high enough that

$$
\frac{k_C}{k_L} + \rho (1 - k_C) > \frac{[(1 - \lambda) (1 - n_r w_r) + \lambda] n_s w_s}{(1 - \lambda) (1 - n_r w_r) (1 - n_c w_c) + \lambda n_s w_s}.
$$

The proposition emphasizes that once the level of urban information rises sufficiently, then further increases in income will cause the level of investment to fall even further. The condition simply means that the information of central-city residents who suffer inconvenience is greater than the information of the average taxpayer ($k_c > \lambda \theta_m + (1 - \lambda) \sum_i k_i n_i w_i$).\(^7\) Intuitively, this is true if city residents get enough information from community organization ($k_C$) and from local news ($\rho$), while local news don’t provide too much information to the suburbs ($k_L$). Federal subsidies ($1 - \lambda$) also make such NIMBYism more likely because they shift the tax burden onto less informed voters outside the metro area.\(^8\)

Rising income means that nuisance costs are higher and this will lead to even less investment, assuming that the urban residents are sufficiently well informed. Consequently, this proposition describes the path of post-war urban America as featuring an increase in information followed by rising incomes.

Proposition 6 also has cross-sectional implications. It suggests that there will be more investment in poorer parts of the city and less in richer areas. It suggests that there will still be overbuilding in poorer metropolitan areas, but not in richer areas.

While we chose to focus on transportation rather than residential construction, the two forms of investment are not totally distinct. Historic preservation districts, like the one in Greenwich Village that Jane Jacobs championed, will stop both new highways and new homes. A political process that decides whether to permit new homes will also tend to block building in areas where voters are better informed, assuming that those voters find new construction to be a nuisance. This logic also predicts that new construction will be easier in places where political information is rarer and political organization is weaker. New construction will presumably avoid well educated districts and well educated metropolitan areas. We will also discuss the empirical support for this implication later.

\(^7\)To see that the two conditions coincide, note that the left-hand side of the condition in Proposition 6 can also be written $(k_c - k_r) / (k_s - k_r)$.

\(^8\)Intuitively, national news ($k_N$) do not matter because all citizens regardless of their residence are equally likely to receive information from this source.
6 Financing

In this section, we consider how the political economy of transportation investment depends on its financing mechanism, which we take as exogenously given.

6.1 Federal Subsidies and Overinvestment

First, our model implies that local financing reduces investment by reducing the ability of well-informed local residents to free-ride on national funding.

Proposition 7 Federal financing increases investment if and only if the rest of the country is sufficiently less informed about it than the metropolitan area:

$$\frac{\partial i}{\partial \lambda} < 0 \Leftrightarrow k_r < \bar{k}_m = \frac{k_c n_c w_c + k_s n_s w_s}{n_c w_c + n_s w_s}.$$

If voter information were symmetric, policy decisions made at the federal level would not depend on the allocation of the tax burden ($\lambda$). If taxes are disproportionately paid by the metropolitan area ($\lambda > 0$), political competition would merely switch from the extensive margin nationally to an identical intensive margin within the metro area. However, asymmetric information makes this switch non-neutral because voting may respond differently to actual policy proposals in the metropolitan area than in the rest of the country.

Metropolitan voters are naturally happier to finance local investment, whatever its non-pecuniary cost-benefit profile, the more they can get nationwide taxpayers to foot the bill. Proposition 7 gives the condition under which metropolitan voters react to policy proposals more than residents of the rest of the country. Intuitively, this is the case when information is lower in the rest of the country than in the metropolitan area. The threshold $\bar{k}_m$ is simply a mean of information in the city and the suburbs, with weights given by income shares because taxes are proportional to income. The pattern of information acquisition described in the previous section implies that $k_r \leq \min \{k_c, k_s\} \leq \bar{k}_m$.

The distortions induced by federal financing of local projects depend systematically on the size of the local economy relative to the national aggregtae. To show this, we can parametrize income shares so that the national economy is $N > 1$ times as large as that of the metropolitan area, while the city center represents a share $\kappa \in (0,1)$ of the latter. Formally:

$$n_c w_c = \frac{\kappa}{N}, n_s w_s = \frac{1-\kappa}{N}, \text{ and } n_r w_r = 1 - \frac{1}{N},$$

for $\kappa \in (0,1)$ and $N > 1$. This means that the metropolitan area as a whole represents a share $1/N$ of the overall economy, and the city center a share $\kappa$ of the economy of the metropolitan area. Then the following result obtains.

Proposition 8 Federal financing of local projects has a greater impact on overinvestment when the economy of the metropolitan area is smaller ($k_r < \kappa k_c + (1 - \kappa) k_s \Leftrightarrow \partial \Omega/\partial \lambda < 0 \Leftrightarrow \partial^2 \Omega / (\partial \lambda \partial N) < 0$).
As Proposition 7 already established, a federal funding regime leads to more spending whenever locals are better informed about projects than people outside. The outsiders are presumably less likely to hear coverage of the project, as it will only impact them through their overall tax bill. In the real world, the impact of any area’s project on the taxes of the rest of the country is relatively modest. Consequently, federal funding will bias towards more funding because the people who enjoy the benefits are relatively better informed than the people who pay the costs.

Proposition 8 shows that this effect is amplified when the metropolitan area is a smaller share of the national economy, because the residents of the area pay a smaller share of the cost and foist more of those costs onto the relatively uninformed country as a whole. This result predicts that federally funded infrastructure may be particularly likely to show up in smaller towns and lower-density areas that pay a small share of the overall tax bill.

Our model thus provides a micro-founded explanation for a well-known distortion of public spending. Overspending on local public goods tends to rise when the jurisdiction that provides them is larger relative to the locality that benefits from them, an empirical regularity that Weingast, Shepsle and Johnsen (1981) called the Law of 1/N. This pattern is broadly confirmed in the data, but its theoretical grounding has proven less satisfactory (Knight 2006). The prediction emerges from Weingast’s (1979) theory of universalism, which assumes that Congress lets members choose spending in their own districts, but not from strategic models of legislative bargaining (Baron and Ferejohn 1989).\footnote{Besley and Coate (2003) define universalism instead as cooperative bargaining. Overspending then emerges as districts non-cooperatively elect representatives that overvalue local public goods.}

In our setting, politicians act strategically, but the Law of 1/N holds because voters’ limited information prevents them from monitoring wasteful overspending outside their region, and thus from punishing it at the polls.

Although our result in Proposition 8 is more general, the Law of 1/N emerges with particular clarity if we focus on the classic case of public goods with no local downsides and no external spillovers.

**Corollary 2** Suppose transportation investment causes no inconvenience ($z = 0$) and generates no spillovers outside the metropolitan area ($q_r = 0$), and that information is homogeneous within the metropolitan area ($k_c = k_s = k_m$). Then:

$$
\Omega = -\ln \left[ 1 - (1 - \lambda) \left( 1 - \frac{k_r}{k_m} \right) \left( 1 - \frac{1}{N} \right) \right].
$$

This exact version of the Law of 1/N highlights three drivers of distortion. First, overinvestment declines with local financing, which reduces the scope for free-riding. Second, overinvestment declines when outsiders’ information draws closer to that of the metropolitan area, reducing political capture. Third, overinvestment declines with the relative size of the city, which induces its residents to internalize a greater share of federal taxation.

### 6.2 Optimal Funding

We have so far been considering the implications of an exogenous funding rule. Now we shift and consider the optimal spending rule, at least from the perspective of minimizing
total costs for transportation, nuisance and infrastructure. As discussed in Proposition 3, the information differences imply that for any given information, spending is unlikely to minimize costs. Yet by choosing the exact spending rule, optimal investment can sometimes induce optimal spending. As Proposition 9 highlights, the key is to use the rule to balance out the information differences.

**Proposition 9** Suppose that if information is higher on average in the metropolitan area than in the whole country ($k_r < k_m$). Then if and only if

$$
\frac{\sum_l k_l q_l n_l w_l}{\sum_l q_l n_l w_l} - \frac{\sum_l k_l q_l n_l w_l}{\sum_l q_l n_l w_l} \geq y z n_c w_c \left( k_c - \frac{\sum_l k_l q_l n_l w_l}{\sum_l q_l n_l w_l} \right) \geq \frac{\sum_l k_l q_l n_l w_l}{\sum_l q_l n_l w_l} - \bar{k}_m
$$

there is a level $\lambda^* \in [0,1]$ of local financing that induces optimal investment. The optimal amount of local financing is decreasing with income and local inconvenience if and only if city residents are sufficiently informed:

$$
\frac{\partial \lambda^*}{\partial y} < 0 \iff \frac{\partial \lambda^*}{\partial z} < 0 \iff k_c > \frac{\sum_{l \neq c} k_l q_l n_l w_l}{\sum_{l \neq c} q_l n_l w_l}.
$$

Suppose moreover that residents of the suburbs use infrastructure no less than city residents ($q_s \geq q_c$). Then the optimal amount of local financing falls with city information if and only if the suburbs are more informed than the rest of the country ($k_s > k_c \iff \partial \lambda^*/\partial k_c < 0$), rises with suburb information if and only if the city is more informed than the rest of the country ($k_c > k_r \iff \partial \lambda^*/\partial k_s > 0$), and falls with the information of the rest of the country if and only if the city is more informed than the suburbs ($k_c > k_s \iff \partial \lambda^*/\partial k_r < 0$).

The proposition notes that an optimal cost-sharing rule between zero and one requires an intermediate level of nuisance, when city-dwellers are disproportionately well-informed about the project. If nuisance is too high, then local opposition will lead to underinvestment even if all funding is at the federal level. If the level of nuisance is too small, then asymmetries between the city-dwellers and suburbanites can still lead to too much spending, even if all costs are paid locally. Federal funding only can solve the problem if there is under-spending in the absence of federal funding, either because of salient local nuisance or because the group that will use the infrastructure more are less well informed.

If those conditions are met, then there will exist an optimal share of federal funding that corrects for local underprovision. We suspect that our model may justify a continuing role for federal infrastructure support today, but it probably does not explain why federal funding boomed during the Great Depression and the immediate post-war era. The Great Depression projects were primarily motivated by a desire to reduce unemployment. Eisenhower’s support for the highway system was partially military. In both cases, the supporters perceived an external benefit from building that justified federal funding.

Today, however, when local opposition to projects can be quite strident, federal funding may indeed help to balance any tendency towards underprovision generated well-informed local voters. It is worth stressing that the impact of federal funding will be different in smaller and larger communities, and that a federal funding formula that leads to efficient infrastructure in small-town Montana will still lead to underprovision in New York City.
As we will discuss later, federal funding will also lead to overspending on mitigation that reduces the nuisance costs of new construction.

Proposition 9 tells us that when city dwellers are better informed than the average non-city user of infrastructure, then the federal funding share that induces optimal investment increases with local income and the nuisance level. The logic of this result is that when city dwellers are particularly well informed, then the nuisance will lead to underspending. Rising levels of income or nuisance harm cause the underinvestment to become more extreme, which must be offset by a larger federal funding share.

If the level of information is higher in the city than in the rest of the country (as it is with the pattern of information acquisition described in Section V), then the optimal level of federal funding falls with suburban information, because within the city the pro-infrastructure suburbanites become more politically powerful. There is less need to provide external support in this case, because the suburbanites are already able to get more infrastructure spending. Finally, the local share needs to be lower when outsiders have better information, because better informed outsiders will typically lead to less support for the infrastructure since they pay the costs but get less of the benefit.\footnote{Nationwide transparency \( (k_r) \) increases political internalization of nationwide spillovers \( (q_r) \), but also of the cash cost of investment. The two effects drive spending in opposite directions, and the size of the latter depends on the share of local financing \( (\lambda) \). When a first-best financing scheme exists \( (\lambda^* \in [0, 1]) \) it makes the overall impact unambiguous. If central-city nimbyists are dominant, optimal federal financing is high enough that federal taxes dominate the nationwide debate. Thus, more nationwide information tends to lower spending, so optimal federal financing needs to rise further to preserve optimal investment. Conversely, if suburban builders are dominant, optimal federal financing is low enough that spillovers dominate the nationwide debate. Thus, more nationwide information tends to lower spending and optimal federal financing needs to fall further to avoid excessive inconvenience.}

6.3 Local Decision-Making

We have so far assumed that decision-making is largely national. This assumption may be appropriate in many more centralized polities, such as the United Kingdom or Japan. However, within the United States, decision-making largely occurs at the state and local level, even with federal funding. Consequently, we now examine how the role for federal funding changes if decisions are made entirely by the locality. In this case, federal funding is really akin to a traditional subsidy and it will only make sense when the locality provides too little infrastructure on its own.

We assume that electoral competition at the local level is identical to competition in national elections, save for the smaller electorate. As a consequence, the local political equilibrium elicits from both parties the equilibrium policy proposal:

\[
 i_L = \arg \max_{i \geq 0} \sum_{t \neq r} k_{lt} u_l (i). 
\]  

Denoting by \( \lambda_L \) the share of local financing of locally-decided projects, we can characterize the efficiency of local investment on the lines of Proposition 3.

**Proposition 10** In a local political equilibrium, investment in transportation is increasing in federal subsidies \( (\partial i_L / \partial \lambda_L < 0) \). Without federal subsidies, local decision-making yields
insufficient investment if and only if:
\[
\frac{\sum_{l \neq r} k_l q_m w_l}{\sum_l q_m w_l} \leq \frac{\bar{k}_m + y z k_c n_c w_c}{1 + y z n_c w_c}.
\]

There are two reasons why local decision-making and local funding lead to under-provision. Most obviously, the locals don’t value the travel-time savings for non-local residents: the left-hand side of the condition is the share of total trips made by informed local voters. The use of local infrastructure by travellers, including the military, was one justification for the federal funding of the interstate highway system. There can be under-provision however even if non-local usage is zero, if city dwellers who use the infrastructure less and suffer the nuisance more are particularly well informed. In that case, the subsidy can potentially undo the underinvestment as long as the nuisance costs are again neither too high nor too low.

**Proposition 11** If and only if
\[
\frac{\sum_{l \neq r} k_l q_m w_l}{\sum_l q_m w_l} - (1 - n_r w_r) \bar{k}_m \geq y z n_c w_c \left( k_c - \frac{\sum_{l \neq r} k_l q_m w_l}{\sum_l q_m w_l} \right) \geq \frac{\sum_{l \neq r} k_l q_m w_l}{\sum_l q_m w_l} - \bar{k}_m
\]

there is a level $\lambda^*_L \in [0, 1]$ of local financing that induces optimal investment. The optimal amount of local financing is decreasing with income and local inconvenience if and only if city residents are sufficiently informed:
\[
\frac{\partial \lambda^*_L}{\partial y} < 0 \Leftrightarrow \frac{\partial \lambda^*_L}{\partial z} < 0 \Leftrightarrow k_c \left( 1 + \frac{q_r n_r w_r}{q_s n_s w_s} \right) > k_s.
\]

Suppose moreover that residents of the suburbs use infrastructure as much as city residents ($q_s \geq q_c$). Then the optimal amount of local financing falls with city information $\partial \lambda^*_L / \partial k_c < 0$ and rises with suburb information ($\partial \lambda^*_L / \partial k_s > 0$).

Suppose moreover that information is higher on average in the metropolitan area than in the whole country ($k_r < k_m$). If first-best investment can be achieved both with federal and with local decision-making, then the optimal degree of local financing is greater with local decision-making if and only if residents of the city are more informed than residents of the suburbs ($k_c > k_s \Leftrightarrow \lambda^*_L > \lambda^*$).

These results mirror directly those for federal policy, because the local political equilibrium coincides with the limit case of the national political equilibrium when there is no information outside the metropolitan area ($k_r = 0$).

When investment is decided at the local level, the optimal degree of federal financing is unambiguously more likely to rise with income and local inconvenience ($\partial \lambda^*_L / \partial y < 0 \Rightarrow \partial \lambda^*_L / \partial y < 0$). Intuitively, local decision-making eliminates any internalization of positive spillovers. As a result, it requires more aggressive subsidies on the financing side to counterbalance the rise of nimbyism.

The other comparative statics are equally intuitive. The local political equilibrium is purely a tug-of-war between the suburbs and the central city. For plausible parameter values, the former promote and the latter oppose building. Thus, when their balance of power shifts optimality requires a compensating shift in federal construction subsidies.
Again, the final result is arguably the most interesting. Our model does not unambiguously imply that greater local financing should accompany local decision-making. This prescription might superficially seem to follow immediately from the Law of 1/N, but it is truly valid only when outsiders are motivated mostly by taxation. On the contrary, federal subsidies should logically be higher when decision-making is local and the main ensuing distortion is a failure to internalize external spillovers. Our model implies that the two cases can be distinguished by a very simple criterion: the balance of power in local government between pro-building suburbs and anti-building city residents.

We have considered so far the case in which both federal and local decision-making can achieve the socially optimal investment given the ideal financing scheme. We can also characterize which system is more likely to enable reaching the first best.

Proposition 12 Suppose that both usage and knowledge of infrastructure are greater for all residents of the metropolitan area than those of the rest of the country ($q_r < \min \{q_c, q_s\}$ and $k_r < \min \{k_c, k_s\}$). If $k_c > k_s$ or $k_s/k_c > 1 + q_r n_r w_r/(q_s n_s w_s)$, then with optimal financing local decision-making can attain the first best for $z \in Z_L$ and federal decision-making for $z \in Z_F \subseteq Z_L$.

Local decision-making is better suited to fine-tuning via federal co-payments than federal decision-making is via local funding mandates. In both cases, the first best can be implemented so long as inconvenience ($z$) isn’t too extreme. The feasible sets are intervals (e.g., $Z_L = [\tilde{z}_L, \bar{z}_L]$), though they may also be empty. The key result in Proposition 12 is that, when either the city of the suburbs have a clear upper hand, local decision-making can cope with a larger set of values than federal decision-making (in fact, $Z_L$ is strictly larger than $Z_F$ unless it is empty).

The greater flexibility of local decision-making is most intuitive when the political equilibrium within the metropolitan area favors city residents concerned with inconvenience ($k_c > k_s > k_r$). Then nimbysim is best fought by federal subsidies when non-local voters have no chance of opposing their largesse. Conversely, if the local political equilibrium decisively favors pro-construction suburbs, their tendency to overbuild is best fought by forcing them to fund all projects locally, while not allowing non-local residents to support investment they don’t pay for but derive positive spillovers from.\footnote{The only ambiguous case is when the suburbs are only slightly more informed than the central city, while external positive spillovers are sizeable: $1 < k_s/k_c < 1 + q_r s_r/(q_s s_s)$. Then it is still possible for local decision-making to attain the optimum while federal decision-making cannot. But the reverse also becomes a possibility: internalizing spillovers outside the metro area may be the best chance of preventing overbuilding when inconvenience costs are high.}

Finally, we can recognize that optimal financing is difficult to fine tune, and consider the comparison of federal and local decision-making when their respective degrees of local financing are exogenously given.

Proposition 13 Federal decision-making yields higher investment than local decision-making if and only if

\[
\frac{k_r q_r n_r w_r}{\sum_{t \neq r} k_t q_t n_t w_t} > \frac{(1 - \lambda) k_r n_r w_r + (\lambda - \lambda_L) n_r w_r \bar{k}_m}{[1 - (1 - \lambda_L) n_r w_r] k_m + y z k_c n_c w_c}.
\]
The left-hand side of the condition reflects changes in the way politics internalize the benefits of investment. Formally, it equals the ratio of trips taken by informed outsiders to trips taken by informed local residents. The right-hand side reflects changes in the way politics internalize the costs of investment. Again, the denominator is simply the total cost born by informed residents of the metropolitan area in a purely local scheme. The numerator reflects the national taxes paid by informed outsiders for federally decided policy, but also the change in taxes paid by informed local residents as a consequence of different funding rules.

Intuitively, federal policy is more likely to raise investment if there are greater national spillovers ($q_r$), greater local inconvenience ($z$) or higher income ($y$) and more local financing of local policy choices ($\lambda_L$). If information is higher inside than outside the metropolitan area ($\tilde{k}_m > k_r$), then federal policy is more likely to raise investment when it is accompanied by less local financing ($\lambda$).

### 6.4 User Fees

Let a share $v$ of total investment be financed by user fees, and the remainder with a metropolitan tax for a share $(1 - v)\lambda$ and a nationwide tax for a share $(1 - v)(1 - \lambda)$. Then the welfare of city residents equals

$$u_c = (1 - \tau_m - \tau_r) w_c y - [\phi + \gamma T (i) G (q) w_c y] q_c - z_i w_c y,$$

the welfare of suburbanites equals

$$u_s = (1 - \tau_m - \tau_r) w_s y - [\phi + \gamma T (i) G (q) w_s y] q_s,$$

and the welfare of the representative resident of the rest of the country equals

$$u_r = (1 - \tau_r) w_r y - [\phi + \gamma T (i) G (q) w_r y] q_r;$$

while the budget constraint implies a user fee

$$\phi \sum_i n_i q_i = vi$$

and taxes

$$\tau_m (1 - n_r w_r) y = (1 - v)\lambda_i$$

and $$\tau_r y = (1 - v)(1 - \lambda) i.$$  

Federal policy entails an equilibrium amount of overinvestment equal to:

$$\Omega = \ln \frac{\sum_i k_i q_i n_i w_i}{\sum_i q_i n_i w_i} - \ln \frac{v \sum_i k_i q_i n_i / (\sum_i q_i m_i) + (1 - v) \left[ \lambda \tilde{k}_m + (1 - \lambda) \sum_i k_i n_i w_i \right] + y z c n_{c w_c} / (1 + y z n_{c w_c})}{1 + y z n_{c w_c}}. (17)$$

The key difference between user fees and taxes is that the former reflect usage and the latter income. Thus, neither properly reflects the value of infrastructure, which increases with both usage and income—in our simple specification, exactly with their product.
Proposition 14  User fees increase investment \((\partial i / \partial \nu > 0)\) if and only if:
\[
\frac{\sum_i k_i q_i n_i}{\sum_i q_i n_i} \leq \lambda k_m + (1 - \lambda) \sum_i k_i n_i w_i.
\]

Both user fees and income taxes introduce no distortions in our model, so changing the composition of the tax burden does not affect its efficiency. As a result, the only channel through which financing determines the level of investment is visibility. Investment is higher in equilibrium if it is financed more opaquely, with costs falling on uninformed taxpayers who won’t vote against costly projects.

The condition in Proposition 14 simply characterizes when user fees are less visible than taxes. The left hand side is the share of trips taken (and thus fees paid) by informed voters, while the right-hand side is the share of income taxes paid by informed voters.

At the federal level, user fees can be helpful to fine-tune optimal investment when tax-based subsidies do not suffice.

Proposition 15  Suppose that information is higher on average in the metropolitan area than in the whole country \((k_m > k_r)\). If \(\sum_i k_i n_i q_i / (\sum_i n_i q_i) < k_r < k_m\), then user fees can increase investment when it is insufficient even with fully federal funding. If \(\sum_i k_i n_i q_i / (\sum_i n_i q_i) > k_m > k_r\), then user fees can reduce investment when it is excessive even without federal subsidies.

Any level of investment that can be supported as a political equilibrium can be supported with a combination of the most transparent and the most opaque financing mechanism. As a consequence, user fees can raise efficiency if their visibility is extreme. If the share paid by informed voters is even lower for user fees than for federal taxes, they can helpfully reduce underinvestment when city residents oppose even projects that are fully subsidized by federal taxes, because of their local inconvenience costs. If the share paid by informed voters is even higher for user fees than for local taxes, they can helpfully reduce overinvestment when suburbanites impose too much inconvenience on city residents even in the absence of any federal subsidies.

The same logic applies to local decisions. However, in the context of local policy it also becomes interesting to study how user fees can help when the metropolitan area is unable to secure federal subsidies.

Proposition 16  Suppose investment is decided locally without federal subsidies \((\lambda_L = 1)\). If national spillovers are high enough \((q_r > \tilde{q}_r)\), equilibrium investment is insufficient if it is financed entirely through taxes, and rises with the share financed through user fees \((\nu_L = 0 \Rightarrow \Omega_L < 0 \text{ and } \partial i_L / \partial \nu_L > 0)\).

The threshold is increasing (decreasing) with inconvenience and income if information is higher (lower) in the suburbs than the city center \((k_s > k_c \Rightarrow \partial \tilde{q}_r / \partial z \geq 0 \text{ and } \partial \tilde{q}_s / \partial y \geq 0, \text{ while } k_s < k_c \Rightarrow \partial \tilde{q}_r / \partial z \leq 0 \text{ and } \partial \tilde{q}_s / \partial y \leq 0)\).

If residents of the suburbs use infrastructure as much as city residents \((q_s \geq q_c)\) and do not earn much higher wages \((w_s / w_c \leq q_s / q_c)\) then the threshold is increasing in the information of the suburbs and increasing in the information of the city center \((\partial \tilde{q}_r / \partial k_s \geq 0 \geq \partial \tilde{q}_r / \partial k_c)\).
Intuitively, user fees provide a way for the metropolitan area to capture some of the value of national externalities \( q_r \). If these are large enough, local taxes induce underinvestment but user fees can relieve it. The balance of power between the city center and the suburbs determines if user fees become more or less useful as income and inconvenience costs rise. When central city residents are better informed and more politically influential, rising income triggers disproportionate opposition to construction. Then it becomes more likely that reliance on user fees is necessary to relieve underinvestment.

The last result shows that a similar effect operates if the city center gains political power at the expense of the suburbs. Then user fees also become more desirable, provided two realistic conditions are satisfied. First, as usual, suburban usage (or inconvenience costs) must be high enough to ensure that suburbs support construction more than the city center. Second, the suburbs cannot be so much richer than the city that their declining information tends to make income taxes more opaque than user fees.

7 Nuisance Mitigation

We now focus on the endogenous choice of nuisance. For simplicity, we assume that the cost of reducing nuisance is proportional to the size of the project and equals \( iC(z) \), where the function \( C(z) \) satisfies \( C(z) > 0 \), \( C'(z) < 0 \) and \( C''(z) > 0 \) with \( \lim_{z \to 0} C'(z) = -\infty \) and \( \lim_{z \to \infty} C'(z) = 0 \). Thus the total losses from nuisance will be \( i [zn_cw_cy + C(z)] \), and for any given project size \( i \) the first-order condition for efficiency maximization is:

\[
|C'(z^*)| = n_cw_cy,
\]  
which implies that it is socially desirable to reduce nuisance as people get richer \( (\partial z^*/\partial y < 0) \).

Likewise, efficient nuisance mitigation is also greater when the city is a larger share of the national economy, i.e., if \( n_cw_c \) is large.

The first-order condition for nuisance mitigation in the national political equilibrium is:

\[
|C'(z)| = \frac{k_c}{\lambda k_m + (1 - \lambda) \sum_i k_l w_l} n_cw_cy,
\]

which implies a straightforward characterization of equilibrium nuisance mitigation.

**Proposition 17** Nuisance mitigation increases with aggregate income \( (\partial z/\partial y < 0) \) and with city residents’ information \( (\partial z/\partial k_c < 0) \), while it decreases with the information of residents of the suburbs \( (\partial z/\partial k_s > 0) \) and of the rest of the country \( (\partial z/\partial k_r > 0) \). Federal financing increases nuisance mitigation if and only if the rest of the country is sufficiently less informed about it than the metropolitan area \( (\partial z/\partial \lambda > 0 \iff k_r < k_m) \). Then if and only if

\[
\frac{n_s w_s}{n_s w_s + n_r w_r} \leq \frac{k_c - k_r}{k_s - k_r} \leq 1
\]

there is a level \( \lambda^*_z \in [0,1] \) of local financing that induces optimal nuisance mitigation. The optimal amount of local financing rises with city information if and only if the suburbs are more informed than the rest of the country \( (k_s > k_r \iff \partial \lambda^*_z/\partial k_c > 0) \), falls with suburb
information if and only if the city is more informed than the rest of the country \((k_c > k_r \Leftrightarrow \partial \lambda^*_z / \partial k_s < 0)\), and rises with the information of the rest of the country if and only if the city is more informed than the suburbs \((k_c > k_s \Leftrightarrow \partial \lambda^*_z / \partial k_c > 0)\).

This proposition makes several points. First, spending on nuisance mitigation is a simple tug of war between the city center, which receives all its benefits but pays only a fraction of the costs, and the other locations, which pay some of the costs but receive no benefits. Second, federal subsidies weaken opposition to nuisance mitigation by shifting its costs onto less informed residents of the rest of the country. Third, as in Proposition 9, this last property can in principle be exploited to fine-tune the level of nuisance mitigation by adjusting federal subsidies.

Intuitively, the optimal amount of federal subsidies declines with the information of the pro-mitigation city center and rises with the information of the anti-mitigation suburbs. If the city center is more informed than the suburbs, there is over-mitigation even with no federal subsidies: efficiency would require mitigation to be financed by the central city alone and not also by the suburbs. Conversely, if the suburbs’ information advantage is too large, there mitigation is insufficient even with fully federal financing.

As in Proposition 6, the term \((k_c - k_r) / (k_s - k_r)\) could identically be written \(k_C / k_L + \rho (1 - k_C)\) in light of our microfoundation of voter information. Thus, the efficient level of federal subsidies falls with community organization \((\partial \lambda^*_z / \partial k_C > 0)\) and rises with the informativeness of local news \((\partial \lambda^*_z / \partial k_L < 0)\) and with suburbs’ advantage in learning from them \((\partial \lambda^*_z / \partial \rho > 0)\), while it is independent of national news \((k_N)\).

A comparison of Propositions 9 and 17 highlights the crucial tension associated with federal subsidies as an instrument to fine-tune efficient investment. The response to shifts in the information and political influence of different regions is exactly opposite for the optimal financing of infrastructure on the one hand and mitigation on the other.

We now focus on this tension by considering simultaneously investment in transportation infrastructure and nuisance mitigation. We assume that individuals are either totally aware of the project, and therefore know both the direct costs of constructions and those of nuisance mitigation, or they are totally unaware of the project and its costs. We also assume that the tax bill is common, so it is impossible to offer federal subsidies for investment but not nuisance mitigation, or vice-versa.

Then equilibrium policy is described jointly by Equation 19 and by the first-order condition for politically optimal construction:

\[
\Gamma |T^1 (i)| y \sum_I k_i q n_i w_I = [\lambda k_m + (1 - \lambda) \sum_I k_i n_i w_I] [1 + C (z)] + y z k_c n_c w_c, \tag{20}
\]

which generalizes Equation 9 for the case of endogenous mitigation.

Assuming for the sake of tractability that

\[
C (z) = \Phi \left( \frac{\xi}{z} \right)^\zeta \text{ for } \Phi > 0 \text{ and } \zeta > 0, \tag{21}
\]

we can establish the following result.
Proposition 18 Suppose that if information is higher on average in the metropolitan area than in the whole country \( k_r < k_m \) and that usage is higher in the suburbs than the rest of the country \( q_s > q_r \). Then any increase in federal subsidies increases investment in both construction and mitigation \( \partial z / \partial \lambda > 0 > \partial i / \partial \lambda \). Optimal federal subsidies can induce simultaneously efficient investment in construction and efficient investment in mitigation if and only if

\[
\frac{k_c - k_r}{k_s - k_r} = \frac{q_s n_s w_s}{q_s n_s w_s + q_r n_r w_r}.
\]

If city residents are any less informed, then federal subsidies induce at least overinvestment in construction or underinvestment in mitigation \( z \geq z^* \Rightarrow i > i^* \). If city residents are any more informed, then federal subsidies induce at least underinvestment in construction or overinvestment in mitigation \( i \geq i^* \Rightarrow z > z^* \).

Intuitively, it is generically impossible to fine-tune the efficiency of two investment decisions with a single subsidy. Proposition 18 formalizes this intuition. Any increase in federal subsidies induces higher spending on both construction and mitigation. In both cases, the metropolitan area gets something it desires at the expense of unaware taxpayers in the rest of the country. However, in the case of construction, the suburbs are the primary beneficiaries. In the case of mitigation, instead, all benefits accrue to the city center.

As a consequence, it takes a knife-edge coincidence for the optimum \( (i^*, z^*) \) to be implementable through undifferentiated federal subsidies. Intuitively, if there are no spillovers \( q_r = 0 \) the requirement is that information should be perfectly homogeneous within the metropolitan area. Then purely local financing immediately implements the first best, since local politicians perfectly internalize all benefits and all costs—there are no externalities on either side, and the distribution between city center and suburbs is irrelevant when their political influence is identical. If there are positive spillovers \( q_r > 0 \), then efficient construction requires federal subsidies. Then, however, inefficient overinvestment in mitigation can be avoided only if information is lower in the city than in the suburbs, and first-best efficiency requires the difference in political clout to balance spillovers exactly.

Generically, instead, the best that federal subsidies can achieve is overinvestment in one dimension and underinvestment on the other—although it is naturally possible to have over- or underinvestment across the board. When information in the city center is too low, the tendency is to overbuild and undermitigate. When information in the city center is too high, there is instead underbuilding with excessive expenditure of mitigation.

8 Discussion

Our model was motivated by the revolt against mega-projects during the 1960 and the subsequent emergence of more sensitive and expensive projects, like the Big Dig (Altshuler and Luberoff 2003). Our model explains these trends as the result of the increasing political awareness and income of urbanites. As political organizers, like Shirley Hayes and Jane Jacobs, spread information about the downsides of mega-projects, the number of these projects fell and spending on abatement increased.

Our model also offers ancillary predictions. We hope that more serious empirical tests of these predictions will follow in subsequent work, but here we provide a brief discussion of
some of the model’s predictions. We focus on cross-sectional implications, which will be easier to test than purely time-series predictions. Throughout our discussion, we will associate political awareness and engagement with education, which is far more readily measurable than actual political knowledge. Galston (2001) discusses the strong cross-sectional link between years of schooling and both political knowledge and activity. Milligan, Moretti and Oreopoulous (2004) show that increases in education generated by compulsory schooling laws also seem to increase political engagement.

8.1 Building in Greenfields: Nuisance Increasingly Deters Infrastructure

The model predicts that as the urban population becomes more politically engaged, projects will increasingly be stopped because they are a nuisance to local residents. The converse of this result is that more projects will occur in places where they do not create a nuisance. Consequently, the model predicts that we should expect to see construction targeted towards areas with fewer people.

We can test this implication with data on county-level spending during the Great Recession. The American Recovery and Reinvestment Act (ARRA) directed a large flow of federal funds to states in order to build and rebuild infrastructure. The flow of funds to states followed the Highway Trust Fund formula, but states had discretion about where to spend the money. The ARRA spending is particularly attractive, because the geographic location of all projects is well documented. Garin (2016) provides an analysis of this spending at the county level, and he has provided the graphs that we display here.

The increasing importance of nuisance suggests that this spending should have gone disproportionately to lower density areas. We test that implication by comparing density levels and per capita spending across counties. Figure 1 shows the relationship, controlling for state fixed effects. Looking within state is important, because the funding formula favored low density states.

As the figure shows, per capita spending averaged over $200 at lower density levels and less than $50 in the highest-density areas. There are many potential explanations for this relationship. Perhaps, it was easier to find shovel-ready projects in lower-density areas. Perhaps, these areas had more senior representation in state legislatures. Yet the negative relationship fails to reject the view that spending has been targeted to places that are less likely to complain about the nuisances associated with new construction.

One consequence of this relationship is that transportation spending went disproportionately to places that have initially shorter commutes. Figure 2 shows the relationship across counties between average commute times, based on the share of the population with a commute time over 30 minutes in the 2000 Census, and ARRA spending per capita. Places with low densities typically have shorter commutes, and so the tendency to spend more in lower-density areas means that there was more spending in places with initially shorter commutes.

This figure does not imply that spending is socially suboptimal. It is possible that the marginal impact of a dollar on commute times was actually higher in lower density areas, perhaps because of the high cost of urban infrastructure. Still, one explanation for why the
ARRA spending went to lower density places with shorter commutes is that these areas had fewer abutters who might complain.

The Anderson Memorial Bridge that connects Cambridge with Boston provides a concrete example of the difficulties in dealing with neighbors in a well-educated, dense environment. The bridge took one year to build in 1915, but over eight years to rebuild a century later. The promise of federal funding partially motivated the 2008 Massachusetts act to finance the bridge reconstruction. Four years were spent in public discussions and planning. A vast number of neighbors contributed to the lengthy delay, including preservation advocates, who ensured that the bridge use special bricks imported from Maine, to cycling enthusiasts, to representatives of river conservancy. Four more years were spent in the construction itself. The vocal and educated community’s objections ensured that the bridge would be finished long after the recession that initially motivated the rebuilding was over.

Is this cross-section indicative of a larger trend? Between 1980 and 2014, urban lane miles have increased by 92 percent within the United States, while rural lane miles have actually declined. Certainly, highway lane miles have increased in urban areas over the last 40 years. Yet urban can also mean places that are quite low-density, and the number of urban lane miles can also increase because previously rural areas have become urban. Hopefully, future work will test whether per capita infrastructure spending has more broadly been targeted away from contentious cities.

8.2 Education and Declining Infrastructure Investment

A second implication of our analysis is that education should particularly deter large projects, since educated residents are more likely to be both richer and politically engaged. While our model focused on transportation infrastructure, the same logic holds towards permitting significant construction projects. Consequently, we will also discuss the literature on education
Parker et al. (2012) examine proximity to roads across the US population. They find that education and especially income are negatively correlated with proximity to major roads. For example, 27 percent of high school dropouts have more than one major road within 300 meters, while 19 percent of respondents with more than a higher school degree have more than one road within 300 meters. Boehmer et al. (2013) similarly found that 4.1 percent of poorer households lived within 150 meters of a major highway, as opposed to 3.5 percent of the non-poor population.

Yet these results may not tell us about the location of new infrastructure. Infrastructure might be built without regard to area education, but then less educated people could sort into areas that are close to infrastructure because of low rents. Been (1994) highlights this distinction in her work on locally undesirable land uses, and shows that some of the correlation between race or poverty and waste treatment plants represents trends that followed the plant, not initial site location. One prominent exception is that mini-incinerators in Houston were located disproportionately in minority neighborhoods. Hamilton (1995) also finds that waste treatment plant expansions were more common in ZIP codes that were less educated and poorer.

While there have long been claims that road-builders targeted lower-income or less educated neighborhoods, we are not aware of academic research that seriously assesses that hypothesis. The best available evidence comes from Brinkman and Lin (2016), who show that highways were built in areas that otherwise had negative trends. As less educated places have done relatively poorly over the past 50 years, this may mean that highways were sited in less educated areas. Yet we hope that future research will be able to more fully test this implication of our model.

The link between education and land use restrictions has been more clearly established. The Wharton Residential Land Use Regulation Index measures the difficulty of building in different parts of the country based on surveys of local land use professionals. Gyourko, Saiz
and Summers (2008) report that in the least regulated quarter of metropolitan areas, 23.6 percent of adults have college degrees. In the most regulated quarter of metropolitan areas, 35.4 percent of adults have college degrees.

Within Greater Boston, Glaeser and Ward (2009) examine the distribution of minimum lot sizes and other barriers to building. They find that places with larger average lot sizes are better educated and that education in 1970 correlates with the adoption of more stringent building regulations since that date. These results are compatible with the view that educated people either dislike the nuisance of building more, or are more effective at deterring new construction, perhaps because they are more politically aware.

Another related test of the model is eminent domain, which has often been used as part of mega-project assembly. The model predicts that eminent domain usage will be less common in educated areas, and that compensation is likely to be more generous when more politically aware people are subject to takings. Munch (1976) found that Chicago over-compensated high value properties and under-compensated low value properties after eminent domain takings, which is again compatible with the view that the more educated residents received better treatment. Chang (2010) examines takings in New York, and shows that they occurred disproportionately in the less educated boroughs of the city.

8.3 Abatement, Cost, and High Human Capital

Altshuler and Luberoff (2003) describe the emergence of a third epoch of mega-projects in which construction is far more expensive because developers try hard to reduce the costs to local residents. For example, the Big Dig in Boston was done without using eminent domain to take any homes (commercial properties were taken). The Big Dig was also a fabulously expensive piece of infrastructure, perhaps because such steps were taken to avoid local harm.

While there is a lengthy largely engineering literature on how to abate the local nuisances created by roads (e.g., Van Geelen 2012), we know of no literature measuring the extent of investment in road nuisance mitigation across space. There is no clear empirical definition of abatement, which can range from avoiding eminent domain takings to building walls to surround roads. Our model makes the clear prediction that such abatement investments should increase with the level of education, but it is hard to test that prediction without measures of abatement.

In the absence of abatement data, we will provide suggestive evidence here on the link between education and road costs. The Reason Foundation provides annual data on state disbursement per highway mile across US states (Hartgen and Fields 2016). These costs are just the state’s spending, using both local and federal sources, per state-controlled highway mile. We cannot be certain that higher costs reflect more effort on abatement, but our model does predict that more education should lead to higher spending because of abatement.

We test that implication by looking across states at the correlation between the share of the population with college degrees, which is taken from the 2012 Statistical Abstract of the US, and the logarithm of disbursement per highway mile. We take the logarithm of costs because the cost variable is skewed strongly to the right. New Jersey is a particularly outlier, although its costs have been disputed.
The estimated regression shown in Figure 3 is:

\[
\log (\text{Costs}) = 9.42 + 0.096 \text{ Share with College Degrees.}
\]  \hspace{1cm} (22)

The $R^2$ is .32.

Figure 3: Education and Spending per Highway Mile

The relationship is strong statistically and large in magnitude. As the share of the population with a college degree increases 4.7 percent (one standard deviation), spending per mile increases by 57 percent. This is an extremely large effect, which dwarfs the relationship between education and the cost of labor.

There may be many different factors involved in this empirical relationship. The more educated areas may have denser cities where maintaining roads are more difficult, for example. Yet it is also possible that this relationship reflects more investments in reducing the downsides of transportation, which is the mechanism that our model suggests should link education and transportation costs. We view this relationship as purely suggestive, and we again hope that future work will fully investigate this issue, ideally with better data on abatement spending itself.
Finally, our model yields predictions about local versus national control over spending. We predicted that national control will yield higher spending for cities that experience more non-resident infrastructure use. Local control will yield higher spending for cities with few non-resident visits. This implication does appear to be borne out in a comparison of the US and the UK.

The UK and the US provide a reasonable comparison of centralized vs. local decision-making. In the UK, transportation, like many public services, is largely determined by the national government. Local governments are relatively weak, and Parliament generally determines where infrastructure investment will occur. In the US, as we already discussed, the federal government grants funds to states and then the states determine where spending will occur.

The Associated Press has prepared data on per capita highway spending by state for 2013. Highway spending is about two-thirds of national transportation infrastructure spending, so on average it would be appropriate to increase the total spending amounts by fifty percent. The lowest per capita highway spending is $268 per capita in Georgia. The highest spending is $1,479 per capita in Delaware.

There does not appear to be any tendency to provide extra funding for places with more visits from outsiders. For example, Washington, D.C., lies in the middle of this list with $665 dollars per capita. The states of New York and Florida both contain massive tourist destinations. They spent $621 and $487 per capita respectively, although New York’s expenditures need to be boosted to include the sizable investment in rail. New York’s Metropolitan Transit Agency has a $15 billion budget, or $750 per resident of the State, although less than ten percent of that is provided by government subsidies.

Since the UK is centralized and since London receives vastly more domestic visitors than any other place in the country, our model predicts that London will receive more spending than any US cities, but that spending elsewhere in the UK will be less than in the US.

UK statistics are somewhat difficult to interpret because of the large private role in funding infrastructure. When private and public spending is combined, the disparities between London and the rest of the country appear to be enormous. For example, Berry, Hunt and White (2015) report infrastructure spending of £5,305 per head in London, which is well above any state in the US, and spending only £413 per head in the Northeast of England, which is below much of the US, when we adjust spending upwards to take account of non-highway spending in America.

Cox and Davies (2013) provide per capita spending on projects, which combined private and public spending. In that case, spending ranged from over £2,500 per capita in London to under £10 per head in the Northeast. Even purely public spending shows a substantial divergence, with more than £800 per capita in London and less than £300 elsewhere. These figures again suggest that London is receiving more infrastructure support than its US counterparts, while other parts of the UK are spending less.

The centralized UK system appears to favor London. The US system does not seem to favor either New York or Washington, DC. Centralized decision-making does indeed seem to favor the one place with a large number of outside visitors. Local decision-making appears to lead to relatively flat spending, with if anything a bias towards places that are well endowed.
with US senators per capita.

This discussion is again meant to point towards more serious empirical research. Our model predicts that centralization will lead towards more spending in places that have more outside visitors and less spending elsewhere. We believe that a more comprehensive comparison of US and EU spending patterns could provide a better test of that hypothesis.

9 Conclusion

In this paper, we have presented a political economy model of transportation investments that emphasizes inattention and nuisance. In the model, two rival inefficiencies battle to determine whether investment is too large or too little. The inattention of national voters to spending in other jurisdictions leads to over-spending. Voters are more likely to be aware of the benefits of local spending than the costs of spending elsewhere. In the extreme, this produces Weingast’s Law of 1/N in which jurisdictions spend as if the project cost were only a fraction of the true costs equal to their share of the total national budget.

But in transportation, local nuisance provides a countervailing force. The downsides of new infrastructure to local residents are even more salient than the benefits to the potential users of infrastructure. Consequently, those costs become particularly important to politicians. When local voters are particularly well-informed relative to potential beneficiaries, then NIMBYism results and promising projects are shut down because of the downsides to local residents.

This model can explain the arc of mega-project history identified by Altshuler and Luberoﬀ (2003). In the New Deal and after World War II, the federal government was funding infrastructure and many urban residents were relatively less well educated, and consequently less well-informed about local development. They were also less well organized. Consequently, America experienced a great wave of urban infrastructure development.

Starting in the mid-1950s and then through the Freeway Revolts of the 1960s, urbanites became better educated and better organized. Their suffering consequently became more important to politicians and development fell. Altshuler and Luberoﬀ’s (2003) third period of infrastructure came about when expensive federally-funded abatement was used to mitigate the downsides of new development, just as our model suggests.

Our model also implies that without abatement, the right level of federal funding can be used to offset local opposition to new growth. When the balance between the two forces is perfect, then efficient infrastructure investment results. There are several caveats to this optimistic prediction. First, infrastructure spending grants in the US are formally lump-sum, not matching grants. Theoretically, lump-sum grants do not impact the incentives to build. In reality, the funds are often matched with local spending and, therefore, they may indeed act in practice as they do in the model.

More problematically, the US uses a common fund allotment formula across states, and it is extremely unlikely that the right formula for New York City is also the right formula for Montana. The model predicts that if the same matching rule is used everywhere, then there will be too much spending in places where nuisances are low and too little spending where nuisances are high. This prediction seems to be born out by recent infrastructure spending supported by the American Recovery and Reinvestment Act. States tended to allocate dollars
much more generously on a per capita basis to counties with lower population density.

We ended the paper by discussing other empirical implications of the model. The model predicts that education will strongly predict the location of nuisance-creating investment. While there have long been allegations that builders, like Robert Moses, put infrastructure in lower human capital areas, the evidence supporting this claim is slim. Poorer people are more likely to live near highways, but it is not clear whether this reflects highway location choices or subsequent migration decisions. Brinkman and Lin (2016) provides some of the first systematic evidence on this question and their work seems to support the hypothesis that highways were targeted towards less successful areas.

Our model also suggested that abatement spending will be higher when infrastructure is built near educated areas. We have no direct measures of abatement spending, but we do find that more educated states spend far more per mile of highway which is an implication of the model. We hope that future research will test this hypothesis more thoroughly.

We also hope that future research will examine the impact of centralized decision-making on the location of transportation spending. Our model predicted that centralization will increase spending in areas which receive a lot of outside visitors and decrease spending elsewhere. This prediction appears to be supported by a comparison of the decentralized US and the centralized UK which spends significantly in London, its largest market for domestic visitors, and less elsewhere.

We end this paper by noting that the political economy of transportation is important but understudied. Inattention and local nuisance are too important factors in transportation, but they are far from the only important aspects of this hugely important sector of the economy. We hope that future research will provide a large body of research on this important topic.
A Appendix

A.1. Proof of Propositions 1 and 2

From Equation 6, the comparative statics on \(i_l\) are immediate. Moreover, residents of the suburbs desire more investment than residents of the city center (\(i_s > i_c\)) if and only if:

\[
yz > (q_c - q_s) \left( 1 + \frac{\lambda n_r w_r}{1 - n_r w_r} \right), \tag{A1}
\]

which is satisfied for all \(q_s \geq q_c\). Residents of the rest of the country desire more investment than residents of the city center (\(i_r > i_c\)) if and only if \(q_r > q^c_r\) as defined in Proposition 2. Residents of the rest of the country desire more investment than residents of the suburbs (\(i_r > i_s\)) if and only if \(q_r > q^s_r\) as defined in Proposition 2. The comparative statics on \(q^c_r\) and \(q^s_r\) are immediate.

A.2. Proof of Corollary 1 and Propositions 3, 10 and 13

\[
E[U_l(\bar{i}_D) | I_v] + \xi_v^D \leq E[U_l(\bar{i}_R) | I_v] + \xi_v^R. \tag{A2}
\]

Given the realization of the common shock \(\Psi\), the fraction of residents of location \(l\) who vote for party \(R\) equals

\[
s^R_l = \frac{1}{2} + \frac{1}{2\psi} \left\{ k_l [U_l(\bar{i}_R) - U_l(\bar{i}_D)] + (1 - k_l) [E U_l(\bar{i}_R) - E U_l(\bar{i}_D)] - \Psi \right\}. \tag{A3}
\]

Thus the realization of \(\Psi\) determines the number of ballots cast for each candidate: party \(R\) receives more votes than party \(D\) if and only if

\[
\Psi < \sum_l n_l \left\{ k_l [U_l(\bar{i}_R) - U_l(\bar{i}_D)] + (1 - k_l) [E U_l(\bar{i}_R) - E U_l(\bar{i}_D)] \right\}. \tag{A4}
\]

For any distribution of the unobservable common shock \(\Psi\), party \(R\) seeks to maximize the right-hand side, and party \(D\) to minimize it. This leads both parties to solve the same problem:

\[
\max_i \sum_l n_l k_l U_l(i_R). \tag{A5}
\]

This immediately implies Equation 9, the comparative statics in Corollary 1, and the measure of overinvestment in Proposition 3. Local decision-making coincides with the limit case \(k_r = 0\), which yields immediately Propositions 10 and 13.

A.3. Proof of Proposition 4

The share of informed voters in the city center is

\[
k_c = 1 - (1 - k_N) (1 - \rho k_L) (1 - k_C), \tag{A6}
\]

in the suburbs it is

\[
k_s = 1 - (1 - k_N) (1 - k_L) \tag{A7}
\]
and in the rest of the country it is
\[ k_r = k_N. \] (A8)

Thus, \( k_c > k_s \) if and only if
\[ k_C > \bar{k}_C \equiv \frac{(1 - \rho) k_L}{1 - \rho k_L}, \] (A9)
such that
\[ \frac{\partial \bar{k}_C}{\partial k_L} = \frac{1 - \rho}{(1 - \rho k_L)^2} > 0 > \frac{\partial \bar{k}_C}{\partial \rho} = -\frac{k_L (1 - k_L)}{(1 - \rho k_L)^2}. \] (A10)

### A.4. Proof of Proposition 5

From Proposition 3:
\[ \frac{\partial \Omega}{\partial k_c} = n_c w_c \times \left[ \frac{q_c}{\sum_{l} k_l q_l n_l l_l} - \frac{1 - \lambda + \lambda}{1 - \lambda} \frac{\sum_{l} k_l q_l n_l l_l + n_c w_c}{(1 - \lambda) \sum_{l} k_l q_l n_l l_l + \lambda \sum_{l \neq c} k_l q_l n_l l_l / (1 - n_r w_r) + y z k_c n_c w_c} \right], \] (A11)
such that
\[ 1 \frac{\partial^2 \Omega}{y \partial k_c \partial z} = 1 \frac{\partial^2 \Omega}{z \partial k_c \partial y} = - \frac{\left[ \left( 1 - \lambda + \lambda / (1 - n_r w_r) \right) k_s n_s w_s + (1 - \lambda) k_c n_r w_r \right] n_c w_c}{\left[ (1 - \lambda) \sum_{l} k_l n_l l_l + \lambda \sum_{l \neq c} k_l n_l l_l / (1 - n_r w_r) + y z k_c n_c w_c \right]^2} < 0 \] (A12)
and that \( \partial \Omega / \partial k_c \leq 0 \Leftrightarrow \partial i / \partial k_c \leq 0 \) if and only if \( z \geq \bar{z} \equiv \max \{0, \bar{z}\} \) for
\[ \bar{z} \equiv \frac{(1 - \lambda) \sum_{l} k_l (q_c - q_l) n_l l_l - \lambda [k_s (q_s - q_c) n_s w_s + k_r q_r n_r w_r] / (1 - n_r w_r)}{y \sum_{l \neq c} k_l q_l n_l l_l}, \] (A13)
such that \( \partial \bar{z} / \partial q_c \geq 0, \partial \bar{z} / \partial q_s \leq 0, \partial \bar{z} / \partial q_r \leq 0 \) and \( \partial \bar{z} / \partial y \leq 0 \), while
\[ \frac{\partial \bar{z}}{\partial \lambda} = - \frac{n_r w_r}{1 - n_r w_r} \frac{k_s (q_s - q_c) n_s w_s + k_r [q_c (1 - n_r w_r) + q_r n_r w_r]}{y \sum_{l \neq c} k_l q_l n_l l_l}. \] (A14)

There is overinvestment \( (\Omega > 0) \) if and only if
\[ (k_s - k_r) n_s w_s \left[ (1 + y z n_c w_c) q_s - \left( 1 - \lambda + \frac{\lambda}{1 - n_r w_r} \right) \sum_{l} q_l n_l l_l \right] > (k_C - k_r) n_c w_c \left[ \left( 1 - \lambda + \frac{\lambda}{1 - n_r w_r} \right) \sum_{l} q_l n_l l_l - q_c + y z \sum_{l \neq c} q_l n_l l_l \right], \] (A15)
namely if and only if
\[ \frac{n_s w_s}{n_c w_c} \left[ (1 + y z n_c w_c) q_s - \left( 1 - \lambda + \frac{\lambda}{1 - n_r w_r} \right) \sum_{l} q_l n_l l_l \right] > \left[ \frac{k_C}{k_L} + \rho (1 - k_C) \right] \left[ \left( 1 - \lambda + \frac{\lambda}{1 - n_r w_r} \right) \sum_{l} q_l n_l l_l - q_c + y z \sum_{l \neq c} q_l n_l l_l \right]. \] (A16)
Thus, there is overinvestment for \( k_C = 0 \) but underinvestment for \( k_C = 1 \) if and only if
\[
z > \tilde{z}_1 \equiv \frac{(1 - \lambda) \sum_l (q_c - q_l) n_l w_l - \lambda [(q_s - q_c) n_s w_s + q_r n_r w_r]}{y \sum_{l \neq c} q_l n_l w_l}
\]
and
\[
z > \tilde{z}_2 \equiv \frac{\lambda [q_r n_r w_r - (q_s - q_c) n_c w_c]}{(1 - n_r w_r) - (1 - \lambda) \sum_l (q_s - q_l) n_l w_l} \frac{y q_s n_c w_c}{y q_s n_c w_c}
\]
and
\[
\rho \leq \Xi \equiv \frac{n_s w_s}{n_c w_c} \left(1 + y z n_c w_c\right) q_s - \frac{[1 + \lambda n_r w_r/(1 - n_r w_r)] \sum_l q_l n_l w_l}{1 + \lambda n_r w_r/(1 - n_r w_r)] \sum_l q_l n_l w_l - q_c + y z k_c n_c w_c} < \frac{1}{k_L},
\]such that \( \partial \Xi / \partial \lambda < 0 < \partial \Xi / \partial q_r \).

Let \( \tilde{z} \equiv \max \{0, \tilde{z}_1, \tilde{z}_2\} \). Then \( \partial \tilde{z} / \partial q_c > 0 \), \( \partial \tilde{z} / \partial q_s \leq 0 \) and \( \partial \tilde{z} / \partial y \leq 0 \). Moreover, \( \tilde{z}_1 \leq \tilde{z} \) if and only if \( k_s > k_r \) and \( \tilde{z}_2 > \tilde{z} \) for all \( k_s > k_r \) if \( q_s \geq q_c \), which implies \( \partial \tilde{z} / \partial k_s < 0 \).  

**A.5. Proof of Proposition 6**

From Proposition 3:
\[
\frac{\partial \Omega}{y \partial z} = \frac{\partial \Omega}{z \partial y} = n_c w_c \left[1 + y z n_c w_c \right] - \frac{(1 - \lambda) \sum_l k_l n_l w_l + \lambda \sum_{l \neq r} k_l n_l w_l}{(1 - n_r w_r) + y z k_c n_c w_c}
\]
and thus \( \partial \Omega / \partial z < 0 \leftrightarrow \partial \Omega / \partial y < 0 \) if and only if
\[
k_c - k_r > (k_s - k_r) \frac{[(1 - \lambda) (1 - n_r w_r) + \lambda] n_s w_s}{(1 - \lambda) (1 - n_r w_r) (1 - n_c w_c) + \lambda n_s w_s}
\]

namely if and only if
\[
\frac{k_C}{k_L} + \rho (1 - k_C) > \frac{[(1 - \lambda) (1 - n_r w_r) + \lambda] n_s w_s}{(1 - \lambda) (1 - n_r w_r) (1 - n_c w_c) + \lambda n_s w_s}
\]
such that the derivative of the right-hand side with respect to \( \lambda \) equals
\[
\frac{n_s w_s n_r w_r (1 - n_r w_r)}{[(1 - \lambda) (1 - n_r w_r) (1 - n_c w_c) + \lambda n_s w_s]^2} > 0.
\]

**A.6. Proof of Proposition 7**

From Equation 9, the implicit-function theorem yields:
\[
\frac{\partial i}{\partial \lambda} = \frac{\sum_l k_l (1_{l=r} - n_r w_r) n_l w_l}{\Gamma T^\mu (i) y (1 - n_r w_r) \sum_l k_l q_l n_l w_l}
\]

A.7. Proof of Proposition 8

From Proposition 3:

\[
\frac{\partial \Omega}{\partial \lambda} = \sum_i k_i \left( \frac{1}{N} - \lambda (1 - n_r) w_r \right) n_i w_i + \frac{\left( n_r w_r \right)}{1 + y z k c n_c w_c} (1 - n_r) w_r. \tag{A25}
\]

With the parametrization in Equation 10:

\[
\frac{\partial \Omega}{\partial \lambda} = \frac{[k_r - \kappa k_c - (1 - \kappa) k_s] (N - 1)}{(1 - \lambda + \lambda N) [\kappa k_c + (1 - \kappa) k_s + (1 - \lambda) (N - 1) k_r + \kappa y z k_c]} \tag{A26}
\]

and

\[
\frac{\partial^2 \Omega}{\partial \lambda \partial N} = \frac{[k_r - \kappa k_c - (1 - \kappa) k_s] [\kappa k_c + (1 - \kappa) k_s + \kappa y z k_c]}{((1 - \lambda + \lambda N) [\kappa k_c + (1 - \kappa) k_s + (1 - \lambda) (N - 1) k_r + \kappa y z k_c])^2}. \tag{A27}
\]

A.8. Proof of Corollary 2

When \(q_r = z = 0\) and \(k_c = k_s = k_m\) Proposition 3 yields:

\[
\Omega = -\ln \left[ 1 - \left(1 - \lambda \right) \left(1 - \frac{k_r}{k_m} \right) n_r w_r \right]. \tag{A28}
\]

The parametrization in Equation 10 yields the result in Corollary 2.

A.9. Proof of Propositions 9 and 11

The efficient level of investment is attained in equilibrium if and only if local financing is \(\lambda^*\) such that

\[
\frac{\sum_i k_i q_i n_i w_i}{\sum_i q_i n_i w_i} = \frac{(1 - \lambda^*) \sum_i k_i n_i w_i + \lambda^* \sum_i k_i n_i w_i / (1 - n_r) w_r + y z k_c n_c w_c}{1 + y z n_c w_c}, \tag{A29}
\]

or explicitly

\[
\lambda^* = \frac{1 + y z n_c w_c}{(k_m - k_r) n_r w_r} \left( \frac{\sum_i k_i q_i n_i w_i}{\sum_i q_i n_i w_i} - \frac{\sum_i k_i n_i w_i + y z k_c n_c w_c}{1 + y z n_c w_c} \right), \tag{A30}
\]

such that \(\lambda^* \in [0, 1]\) under the conditions given in Proposition 9. The comparative statics are given by

\[
\frac{1}{z} \frac{\partial \lambda^*}{\partial y} = \frac{1}{y} \frac{\partial \lambda^*}{\partial z} = \frac{n_c w_c}{(k_m - k_r) n_r w_r} \left( \frac{\sum_i k_i q_i n_i w_i}{\sum_i q_i n_i w_i} - k_c \right) \tag{A31}
\]

and

\[
\frac{\partial \lambda^*}{\partial k_i} = \frac{n_i w_i}{(k_m - k_r) n_r w_r} \left[ \frac{(1 + y z n_c w_c) q_i}{\sum_i q_i n_i w_i} - 1 + \lambda^* \frac{1_{i=r} - n_r w_r}{1 - n_r w_r} - y z 1_{i=c} \right] \tag{A32}
\]
such that solving out:

\[
\frac{\partial \lambda^*}{\partial k_c} = -\frac{(k_s - k_r) \{ q_s - q_c + yz \{ q_s (1 - n_r w_r) + q_r n_r w_r \} \} \prod_i n_i w_i}{\left( (k_m - k_r) n_r w_r \right)^2 (1 - n_r w_r) \sum_l q_l n_l w_l}, \quad \text{(A33)}
\]

\[
\frac{\partial \lambda^*}{\partial k_s} = \frac{(k_c - k_r) \{ q_s - q_c + yz \{ q_s (1 - n_r w_r) + q_r n_r w_r \} \} \prod_i n_i w_i}{\left( (k_m - k_r) n_r w_r \right)^2 (1 - n_r w_r) \sum_l q_l n_l w_l}, \quad \text{(A34)}
\]

and

\[
\frac{\partial \lambda^*}{\partial k_r} = \frac{(k_s - k_c) \{ q_s - q_c + yz \{ q_s (1 - n_r w_r) + q_r n_r w_r \} \} \prod_i n_i w_i}{\left( (k_m - k_r) n_r w_r \right)^2 (1 - n_r w_r) \sum_l q_l n_l w_l}. \quad \text{(A35)}
\]

Local decision-making coincides with the limit case \( k_r = 0 \), which yields immediately Proposition 11.

**A.10. Proof of Proposition 12**

If \( k_c > k_s > k_r \) then \( \sum_l (k_c - k_l) q_l n_l w_l > 0 \). Hence, federal decision-making can attain the first best iff \( \sum_l k_l q_l n_l w_l \geq \sum_l k_l n_l w_l \sum_l q_l n_l w_l \) and moreover

\[
\hat{z} \equiv \max \left\{ \frac{\sum_l (k_l - \bar{k}_m) q_l n_l w_l}{y n_c w_c \sum_l (k_c - k_l) q_l n_l w_l}, 0 \right\} \leq z \leq \hat{z} \equiv \frac{\sum_l k_l q_l n_l w_l - \sum_l k_l n_l w_l \sum_l q_l n_l w_l}{y n_c w_c \sum_l (k_c - k_l) q_l n_l w_l}, \quad \text{(A36)}
\]

such that

\[
\frac{\partial \hat{z}}{\partial k_r} = \frac{(k_c - k_s) (q_s - q_r) \sum_l q_l n_l w_l \prod_i n_i w_i}{y [n_c w_c \sum_l (k_c - k_l) q_l n_l w_l]^2} < 0 \text{ for } q_s > q_r.
\]

(A37)

and if \( \sum_l (k_l - \bar{k}_m) q_l n_l w_l > 0 \) then

\[
\frac{\partial \hat{z}}{\partial k_r} = \frac{(k_c - \bar{k}_m) q_s n_r w_r \sum_l q_l n_l w_l}{y n_c w_c [\sum_l (k_c - k_l) q_l n_l w_l]^2} > 0.
\]

(A38)

so in general \( \partial \hat{z} / \partial k_r \geq 0 \).

If \( k_s / k_c > 1 + q_r s_r / (q_s s_s) \) then \( \sum_l (k_c - k_l) q_l n_l w_l < 0 \) for all \( k_r \geq 0 \). Then federal decision-making can attain the first best iff \( \sum_l (\bar{k}_m - k_l) q_l n_l w_l \geq 0 \) and moreover

\[
\hat{z} \equiv \max \left\{ \frac{\sum_l k_l n_l w_l \sum_l q_l n_l w_l - \sum_l k_l q_l n_l w_l}{y n_c w_c \sum_l (k_l - k_c) q_l n_l w_l}, 0 \right\} \leq z \leq \hat{z} \equiv \frac{\sum_l (\bar{k}_m - k_l) q_l n_l w_l}{y n_c w_c \sum_l (k_l - k_c) q_l n_l w_l}, \quad \text{(A39)}
\]

such that

\[
\frac{\partial \hat{z}}{\partial k_r} = \frac{(\bar{k}_m - k_c) q_s r \sum_l q_l n_l w_l}{y n_c w_c [\sum_l (k_l - k_c) q_l n_l w_l]^2} < 0.
\]

(A40)
and if \( \sum_i k_l m_l w_i \sum_l q_m l w_l > \sum_l k_l q_m l w_l \) then
\[
\frac{\partial \hat{z}}{\partial k_r} = \frac{(k_s - k_c) (q_s - q_r) \sum_i q_m l w_l \prod_l m_l w_l}{y [n_c w_c \sum_i (k_l - k_c) q_m l w_l]^2} > 0, \tag{A41}
\]
so in general \( \partial \hat{z}/\partial k_r \geq 0 \).

A switch to local decision-making reduces \( k_r \) to zero. In both cases, this widens the range \([\hat{z}, \bar{z}]\) and may even turn it from empty to non-empty given that \( \sum_l (\bar{k}_m - k_l) q_m l w_l \geq 0 \) is relaxed by lower \( k_r \), and so is \( \sum_i k_l q_m l w_l \geq \sum_i k_l n_l w_l \sum_i q_m l w_l \) for all \( q_r < \sum_l q_m l w_l \).

### A.11. Proof of Propositions 14 and 15

Proposition 14 follows immediately from Equation 17. Investment is decreasing in \( \lambda \) if and only if \( \bar{k}_m > k_r \). If \( \sum_i k_l n_l q_l / (\sum_i n_l q_l) < k_r < \bar{k}_m \) then user fees increase investment for all \( \lambda \in [0, 1] \). This is helpful if \( \lambda = v = 0 \Rightarrow \Omega < 0 \), namely if
\[
\sum_i k_l q_m l w_l \sum_i q_m l w_l < \sum_i k_l n_l w_l + y z k_c n_c w_c \tag{A42}
\]

If \( \sum_i k_l n_l q_l / (\sum_i n_l q_l) > \bar{k}_m > k_r \), then user fees reduce investment for all \( \lambda \in [0, 1] \). This is helpful if \( \lambda = 1 > v = 0 \Rightarrow \Omega > 0 \), namely if
\[
\sum_i k_l q_m l w_l \sum_i q_m l w_l > \bar{k}_m + y z k_c n_c w_c \tag{A43}
\]

### A.12. Proof of Proposition 16

In a local political equilibrium with user fees, overinvestment equals:
\[
\Omega = \ln \frac{\sum_{i \neq r} k_l q_m l w_l \sum_i q_m l w_l}{\sum_i q_m l w_l} - \ln \frac{v \sum_{i \neq r} k_l q_m l / (\sum_i q_m l) + (1 - v) [1 - (1 - \lambda) n_r w_r] \bar{k}_m + y z k_c n_c w_c}{1 + y z n_c w_c}. \tag{A44}
\]

Thus, there is underinvestment for \( \lambda_L = v = 0 \) if and only if
\[
\sum_{i \neq r} k_l q_m l w_l \sum_i q_m l w_l < \bar{k}_m + y z k_c n_c w_c, \tag{A45}
\]

and investment increases with user fees if and only if
\[
\frac{\sum_{i \neq r} k_l q_m l}{\sum_i q_m l} < \bar{k}_m. \tag{A46}
\]

Both conditions are satisfied if and only if
\[
q_r > \bar{q}_r \equiv \max \left\{ \frac{1}{n_r w_r} \left( \frac{1 + y z n_c w_c}{\bar{k}_m + y z k_c n_c w_c} \sum_{i \neq r} k_l q_m l w_l - \sum_{i \neq r} q_m l w_l \right), \frac{1}{n_r} \left( \frac{\sum_{i \neq r} k_l q_m l}{\bar{k}_m} - \sum_{i \neq r} q_m l \right) \right\}. \tag{A47}
\]
such that
\[
\frac{1}{y} \frac{\partial q_r}{\partial z} = \frac{1}{z} \frac{\partial q_r}{\partial y} \in \left\{ \frac{(k_s - k_r) \sum_{l \neq r} k_l n_l w_l \prod_{l \neq r} n_l w_l}{n_r w_r (1 - n_r w_r) (k_m + y z k_c n_c w_c)^2}, 0 \right\}
\] (A48)
and
\[
\frac{1}{k_c} \frac{\partial q_r}{\partial k_c} = -\frac{1}{k_c} \frac{\partial q_r}{\partial k_c}
\in \left\{ \frac{(1 + y z n_c w_c) \prod_{l \neq r} n_l w_l q_c - q_s [1 + y z (1 - n_r w_r)]}{n_r w_r (1 - n_r w_r)} \frac{n_c n_s}{(k_m + y z k_c n_c w_c)^2}, \frac{q_c w_s - q_s w_c}{n_r w_r (1 - n_r w_r)} \frac{k^2}{k_m} \right\}.
\] (A49)

### A.13. Proof of Proposition 17

The only derivative that is not immediate is
\[
\frac{\partial z}{\partial k_c} = -\frac{[1 + \lambda n_r w_r / (1 - n_r w_r)] k_s n_s w_s + (1 - \lambda) k_r n_r w_r \cdot i n_c w_c y}{[k_m + (1 - \lambda) \sum_l k_l n_l w_l]^2} C_{zz} (z, i) < 0.
\] (A50)

Efficient nuisance mitigation is attained if
\[
\lambda = \lambda^* \equiv \frac{(k_c - k_r) (n_s w_s + n_r w_r) - (k_s - k_r) n_s w_s 1 - n_r w_r}{(k_c - k_r) n_c w_c + (k_s - k_r) n_s w_s n_r w_r},
\] (A51)
such that
\[
\lambda^* \geq 0 \Leftrightarrow \frac{k_c - k_r}{k_s - k_r} \geq \frac{n_s w_s}{n_s w_s + n_r w_r}
\] (A52)
and
\[
\lambda^* \leq 1 \Leftrightarrow \frac{k_c - k_r}{k_s - k_r} \leq 1,
\] (A53)
with derivatives
\[
\frac{\partial \lambda^*}{\partial k_c} = \frac{(k_c - k_r) n_s w_s}{[(k_c - k_r) n_c w_c + (k_s - k_r) n_s w_s]^2} \frac{1 - n_r w_r}{n_r w_r},
\] (A54)
\[
\frac{\partial \lambda^*}{\partial k_s} = -\frac{(k_c - k_r) n_s w_s}{[(k_c - k_r) n_c w_c + (k_s - k_r) n_s w_s]^2} \frac{1 - n_r w_r}{n_r w_r},
\] (A55)
and
\[
\frac{\partial \lambda^*}{\partial k_r} = \frac{(k_c - k_s) n_s w_s}{[(k_c - k_r) n_c w_c + (k_s - k_r) n_s w_s]^2} \frac{1 - n_r w_r}{n_r w_r}.
\] (A56)

### A.14. Proof of Proposition 18

For ease of notation, denote
\[
\bar{k}_r \equiv \lambda \bar{k}_m + (1 - \lambda) \sum_l k_l n_l w_l,
\] (A57)
such that
\[
\frac{\partial \bar{k}_r}{\partial \lambda} = \frac{n_r w_r}{1 - n_r w_r} \sum_l (k_l - k_r) n_l w_l.
\] (A58)
When \( C(z) \) is isoelastic, Equation 19 admits the explicit solution

\[ z = \zeta \left( \frac{k_r}{k_c n_c w_c y} \right)^{\frac{1}{1+\zeta}}, \tag{A59} \]

such that

\[ \frac{\partial z}{\partial \lambda} = \frac{1}{1+\zeta k_r} \frac{z}{\partial k_r} \tag{A60} \]

and investment in mitigation is efficient if and only if \( k_r = k_c \)

Then Equation 20 becomes

\[ \Gamma |T'(i)| y \sum_i k_i q_i n_i w_i = \bar{k}_r + (1 + \zeta) \left[ \bar{k}_r \Phi (k_c n_c w_c y)^{\epsilon} \right]^{\frac{1}{1+\zeta}}, \tag{A61} \]

such that

\[ \frac{\partial i}{\partial \lambda} = -\frac{1 + \left[ \Phi (k_c n_c w_c y)^{\epsilon} \right] \bar{\Phi} (k_c n_c w_c y)}{\Gamma T''(i) y \sum_i k_i q_i n_i w_i} \bar{k}_r \frac{\partial k_r}{\partial \lambda} \tag{A62} \]

and investment in construction is efficient if and only if

\[ \Omega = \ln \left( \frac{\sum_i k_i q_i n_i w_i}{\sum_i q_i n_i w_i} \right) - \ln \left( \frac{\bar{k}_r + (1 + \zeta) \left[ \bar{k}_r \Phi (k_c n_c w_c y)^{\epsilon} \right]^{\frac{1}{1+\zeta}}}{1 + (1 + \zeta) \left[ \Phi (n_c w_c y)^{\epsilon} \right]^{\frac{1}{1+\zeta}}} \right) = 0. \tag{A63} \]

The optimum \((i^*, z^*)\) can be attained if and only if

\[ \frac{k_c - k_r}{k_s - k_r} = \frac{q_s n_s w_s}{q_s n_s w_s + q_r n_r w_r}, \tag{A64} \]

which is certainly in \( [n_s w_s / (n_s w_s + n_s w_r), 1] \) if \( 0 \leq q_r \leq q_s \). If \( (k_c - k_r) / (k_s - k_r) < q_s n_s w_s / (q_s n_s w_s + q_r n_r w_r) \) then \( z \geq z^* \Rightarrow i > i^* \). If \( (k_c - k_r) / (k_s - k_r) > q_s n_s w_s / (q_s n_s w_s + q_r n_r w_r) \) then \( i \geq i^* \Rightarrow z > z^* \).
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